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Denn es ist ausgezeichneter Menschen unwürdig, gleich Sklaven Stunden zu
verlieren mit Berechnungen.

(For it is not dignified for excellent men to lose hours, like slaves, over
computations.)

Gottfried Wilhelm Leibniz (1646–1716)
German philosopher, mathematician,

and constructor of a mechanical calculator
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Symbols

A Helmholtz energy
a attraction parameter of equations of state of the van der Waals type
Bi ith virial coefficient
b covolume parameter of equations of state of the van der Waals type
C number of constraints (phase rule)
Cp isobaric heat capacity
CV isochoric heat capacity
F number of degrees of freedom (phase rule)
f fugacity; in calorimetry: phase fraction
G Gibbs energy
g(r) radial distribution function
H enthalpy
I unity matrix (I= [ai,j],ai,i=1,ai,j 6=i=0)
Ki K factor (enhancement factor) of species i
KH,ij Henry’s constant of species i dissolved in j
kB Boltzmann’s constant
N number of components of a mixture
NA Avogadro’s constant
N number of molecules
n amount of substance, “mole number”
P number of phases (phase rule)
p pressure
Q system partition function
q heat; in statistical thermodynamics: single-molecule partition

function
qV volumetric quality
R universal gas constant, R=NAkB
S entropy
T temperature
t time
V volume
U internal energy
u(r) intermolecular interaction potential
r distance
w work
x mole fraction

xiii
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xiv Symbols

Z compression factor, Z=pV/(nRT)
αp isobaric expansion coefficient
γ activity coefficient
ε well depth of an intermolecular interaction potential
ζ in global phase diagrams: relative difference of pure-fluid energy

parameters
η in global phase diagrams: relative difference of binary and pure-fluid

size parameters
κT isothermal compressibility
3 thermal de Broglie wavelength
λ range of a pair potential (u(r>λσ)=0); in global phase diagrams:

relative difference of binary and pure-fluid energy parameters
λk kth eigenvalue of the 9 matrix
µ chemical potential; in phase stability calculations: eigenvalue of 9

ξ packing fraction; in global phase diagrams: relative difference of
pure-fluid size parameters

πT internal pressure
ρ molar density, ρ=1/Vm
ρ̂ number density, ρ̂=N /V
σ collision diameter
φ fugacity coefficient
9 Helmholtz energy density
9 Hessian of 9
� orientation (set of Euler angles)
ω acentric factor

Subscripts

assoc association
att attraction
b boiling point
eff effective
i quantity or variable belonging to species i
m molar quantity
p derivative at constant pressure
r reaction
rep repulsion
T derivative at constant temperature
(nT) nth order derivative w.r.t. temperature, e.g., A(T)= (∂Am/∂T),

A(2T)= (∂
2Am/∂T2) (cf. Eq. (1.1))

trp triple point
V derivative at constant molar volume
(nV) nth order derivative w.r.t. molar volume, e.g., A(V)= (∂Am/∂Vm),

A(2V)= (∂
2Am/∂V2

m) (cf. Eq. (1.1))
(nx) nth order derivative w.r.t. mole fraction, e.g., A(2x)= (∂

2Am/∂x2
1)
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Symbols xv

Superscripts

az azeotropic
c critical
E excess quantity
f fluid phase
g gas or vapor phase
id ideal gas
idmix ideal mixture
l liquid phase
n normal (noncritical) phase
r residual quantity
s solid phase
T transposed (matrix or vector)
α belonging to phase α
σ saturation, vapor pressure

 reference state in the ideal-gas regime
◦ thermochemical standard state
∞ infinite dilution
∗ characteristic property of a substance

Acronyms

AEP azeotropic endpoint
CEP critical endpoint
CPEM critical pressure end minimum/maximum
CPSP critical pressure step point
CSRK Carnahan–Starling–Redlich–Kwong equation of state
CSvdW Carnahan–Starling–van der Waals equation of state
DCEP double critical endpoint
DSC differential scanning calorimetry
DTA differential thermal analysis
dCPM degenerated critical pressure maximum
GAS gas antisolvent crystallisation
LCEP lower critical endpoint
LCST lower critical solution temperature (point)
MDP mathematical double point
RESS rapid expansion of supercritical solutions
RK Redlich–Kwong equation of state
RKS Redlich–Kwong–Soave equation of state
SAFT statistical associating fluid theory
SPHCT simplified perturbed-hard-chain theory
TCP tricritical point
UCEP upper critical endpoint
UCST upper critical solution temperature (point)
vdW van der Waals (equation of state or mixing rules)
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Foreword

It is with great pleasure that I introduce Volume 2 “High-Pressure Fluid Phase
Equilibria: Phenomenology and Computation” in the Elsevier book series on
Supercritical Fluid Science and Technology.

Advances in supercritical fluid science and technology are so linked to our
understanding of the fundamentals of high pressure phase equilibria that this
book is extremely timely and provides a comprehensive look at the phenomeno-
logy and computational aspects of pure fluids as well as binary and ternary
mixtures and also deals with experimental techniques. The book is written by
Professors Ulrich Deiters and Thomas Kraska of the University of Cologne, two
renowned world experts, who have the first-hand experience to write such an
authoritative treatise. The book is not only technical but also highly pedagogical
and philosophical with extremely valuable insights.

The book starts out by posing the question “why one should read this book?”
and sets the stage in Chapter 1. As someone who has spent nearly three decades
of his research effort in the area, I can unequivocally state that this book is an
essential reading for anyone who is engaged in or planning to enter the field
of high-pressure research or is already involved with supercritical fluid science
and technology. It is a self-teaching book at the highest level but without giving
you any feeling of being lost in the complexities of the topic. Concepts and tools
are developed in an easy-to-follow pedagogical manner with questions included
at the end of each chapter. The reviews of essential mathematical tools and the
solutions to each question that are provided in the appendices are expected to
be very helpful and bring further insight and improved understanding of the
concepts that are discussed.

Chapter 2 is a thorough treatment of the phenomenological aspects of
phase diagrams without the mathematical complications. Experimentally known
binary phase diagrams are discussed under eight different classes. For each
class, unique discussions are provided on the variants such as those display-
ing positive or negative azeotropy or those displaying Bancroft points that are
rarely considered in detail in any other book of this nature. Ternary phase dia-
grams are also treated for systems showing one, two, or three partially or totally
immiscible binary subsystems. Phase diagrams for polymer solutions that dis-
play lower or upper critical solution temperatures are discussed along with clear
descriptions of the cloud point and shadow curves in ternary mixtures.

Chapter 3 is devoted to the experimental determination of phase equilibria
using synthetic, analytical, and transient (that are based on mass or heat flow)

xvii
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xviii Foreword

methods. Due consideration is given to experimental uncertainties and their
impact on the determination of phase boundaries.

The remaining chapters of the book deal with more quantitative aspects of
phase equilibria. Chapter 4 provides a review of the thermodynamic variables
and functions, setting the stage for the computational aspects that are covered in
the chapters that follow. Chapter 5 is devoted to stability and equilibrium crite-
ria with specific discussions addressing the phase equilibria of pure substances
as well as binary mixtures and “special states” like critical points, azeotropic
points, or critical endpoints. Algorithms are provided for calculations of phase
equilibria and critical curves. The thermodynamic aspects of calculations related
to solid-fluid equilibria are treated in Chapter 6.

Chapter 7 is a concise but thorough treatment of equations of states for pure
fluids such as the ideal gas, virial equation, cubic equations (van der Waals,
Redlich–Kwong, Redlich-Kwong-Soave, and Peng–Robinson) and equations
of state based on molecular theory (hard sphere, perturbed hard chain, SAFT).
Equations of state for mixtures are treated in Chapter 8 with a focus on mixing
theories and combining rules that are developed from consideration of radial
distribution functions. How these mixing theories and rules are used in trans-
forming the known equations of state for pure fluids to mixtures is discussed.
In Chapter 7, the authors raise the question “which equation of state is the
best?” and discuss this in terms of warnings for pitfalls and how one obtains
the parameters needed.

The final chapter of the book is on global phase diagrams. This chapter
describes the tools for the discovery of phase diagrams in a systematic manner
which may not have yet been experimentally observed. Global phase dia-
grams that can be parametrically generated for specific models such as van
der Waals, Redlich–Kwong, Carnahan-Starling-Redlich-Kwong, and Carnahan-
Starling-van der Waals equation of states are presented.

I do hope that you will find this monograph of great value and view it as an
indispensable volume.

Erdogan Kiran
Series Editor

Blacksburg, Virginia
December 2011
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Preface

Why yet another book on phase equilibrium thermodynamics?

Why a book on phase equilibrium thermodynamics now?

Of course, many textbooks on thermodynamics, especially on the subject of
phase equilibria, have been published during the previous 100 years. Some text-
books, however, deal with high-pressure phase equilibria only superficially or
not at all. This is regrettable, because high pressures can do more than merely
shift boiling temperatures by a few degrees. Instead, high pressures can bring
about qualitative changes of phase equilibria and give rise to unusual phase
separation phenomena.

This has been known for a long time. But only the advent of electronic com-
puters made the rapid development of this field of science possible that we have
seen since the last third of the previous century, and that is still going on. One
of the reasons for this is the fact that many authors of old were hampered by the
lack of fast computers in their time, and therefore forced to leave many concepts
unexplored. In this book we want to review the phenomenology and thermo-
dynamics of fluid phase equilibria with a special focus on their computation,
bringing together the old (better: timeless) concepts and up-to-date numerical
mathematics.

The other reason is that the development of electronic computers, but also
the progress in fluid phase thermodynamics, led to completely new insights
and ideas — of which many have not been fully explored yet, and which are
seldomly found in recent textbooks.

The number of high-pressure applications in chemical and petrochemical
technology, especially those involving supercritical fluids, has been increasing
over the previous decades: there are high-pressure polymerisation processes,
drug and flavour extractions from biological material by supercritical fluid
extraction, toxic waste treatment by supercritical water oxidation, or the wide
field of natural oil and gas recovery and processing, etc. — a quantitative as well
as qualitative understanding of these processes and their underlying principles
is more important than ever.

Our personal motivation for writing this book, however, is that we find this
field of high-pressure fluid phase equilibria fascinating. Even after so many
years of research, there is still so much to do: new classes of chemical com-
pounds have to be modelled, the phase behaviour of new equations of state
analysed, new phase diagram topologies discovered, better algorithms designed,

xix
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xx Preface

and connections to other fields of science explored (quantum mechanics, theory
of transport properties, . . . ).

With this book we hope to convey some of this fascination to our readers.

* * *

First of all, we wish to thank our mentor, Gerhard M. Schneider (Ruhr Univer-
sity, Bochum), who introduced both of us to the world of high pressures and the
beauty of thermodynamics.

This book owes its existence to Erdogan Kiran (Virginia Tech, Blacksburg,
VA), the editor of the series, who encouraged us to write it and helped us with
valuable advice.

We furthermore wish to thank Attila R. Imre (KFKI Atomic Energy
Research Institute, Budapest) for critically reading the manuscript.

We cordially thank many colleagues with whom we cooperated and who
inspired us. They will find their tracks in this book.

Last but not least we wish to thank our families, without whose unfailing
support we would not have been able to write this book.

Ulrich K. Deiters
Thomas Kraska
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Chapter 1

Introduction

Before going to the main chapters of the book, it seems advisable to describe its
objectives and scope. Furthermore, we will introduce some conventions and (hopefully)
provide the reader with motivation to continue.

1.1 WHAT ARE FLUIDS?

It is a common knowledge that there are three different states of aggregation,
namely solid, liquid, and gas.1 Why is the term “fluid” needed?

In everyday life, it is easy and practical to distinguish between liquids and
gases (or vapors). However, everyday life takes place at low pressures around
0.1 MPa only – for humans at least. But there are environments where high pres-
sures naturally occur, for instance at the bottom of the oceans (up to 110 MPa),
in deep geological strata, and especially in natural oil and gas reservoirs. Fur-
thermore, there are many technical applications that involve elevated pressures,
e.g., gas and oil pipelines, thermal power plants, refrigeration systems, and
numerous chemical production processes. In the world of high pressures, how-
ever, it is no longer trivial to distinguish between liquids and gases. In fact,
there are continuous transitions between the liquid and the gas state, i.e., gradual
transitions that change one into the other without ever involving a phase transi-
tion, namely by passing through the supercritical region, where the distinction
between liquid and gas is no longer meaningful.

We use the word “fluid” here as a generic term for all states of aggregation
that are not solid, where “solid” indicates a state of matter with a long-distance
order (periodicity of molecule locations)2: fluids have no long-distance order,
and their constituent molecules can move about.3

1Sometimes, the plasma state is counted as the fourth state. A plasma, however, contains ionized
species and is, therefore, chemically different from the normal gas.
2There are borderline cases, e.g., amorphous solids, glasses, or liquid crystals, but these will not be
considered in this book.
3There is also mobility in solids, but the diffusion constants are usually smaller than those of liquid
and gases by several orders of magnitude.

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00001-3
Copyright © 2012 Elsevier BV. All rights reserved. 1
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2 CHAPTER | 1 Introduction

Because of this mobility, the equilibration of fluid phases is usually rapid,
unless the viscosity is very high. If a phase separation occurs, the coexist-
ing phases separate on a macroscopic scale. Phase equilibria involving fluid
phases are, therefore, the foundation of many chemical separation techniques.
Important examples are distillation or extraction.

1.2 WHY SHOULD YOU READ THIS BOOK?

What is so complicated about fluid-phase equilibria that one should write a book
about this subject?

At a first glance, the subject seems simple: the most common type of equi-
librium between two fluid phases is the liquid–vapor transition (boiling or
condensation) of a pure compound. Of course, the boiling point of a pure com-
pound depends on pressure. The relationship between boiling temperature and
pressure is graphically represented in a phase diagram by the vapor pressure
curve.

The phase diagram of a pure compound contains exactly one vapor pressure
curve, which originates in a triple point and ends – if the physically accessible
temperature range is not restricted by decomposition reactions – in the critical
point. Here, liquid and vapor become identical. There is only one critical point,
and there is only one kind of fluid-phase equilibrium, namely the vapor–liquid
equilibrium.4

The situation is more complicated in mixtures: in a mixture of two com-
pounds, each compound has its own vapor pressure curve, and the vapor–liquid
phase behavior of the mixture depends on the locations of these vapor pressure
curves relative to each other. Because a binary mixture, according to Gibbs’
phase rule, has one thermodynamical degree of freedom more than a pure com-
pound, there are now critical curves to consider instead of merely critical points.
As a further complication, a new kind of phase equilibrium can occur, namely
liquid–liquid demixing. Here, the mutual miscibility of the compounds depends
on the external parameters pressure and temperature. Furthermore, there can be
complicated interactions between liquid–liquid and vapor–liquid phase behav-
ior. Like the latter, liquid–liquid phase equilibria have critical curves too.
Therefore, it is possible to have two or three critical curves in the phase diagram
of a binary mixture; theoretically, far higher numbers are conceivable.

Now the thermodynamic conditions of phase equilibrium and phase stabil-
ity have been known since the end of 19th century. Since more than 100 years,
there are thermodynamic models, especially thermal equations of state and lat-
tice gas models, which yield expressions for the Gibbs or Helmholtz energy

4An apparent exception from this rule are liquids undergoing chemical reactions on heating, like
phosphorous or sulphur, but these should rather be treated as mixtures from a thermodynamic
viewpoint.
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1.2 | Why should You Read This Book? 3

of fluid mixtures.5 One might expect that, by application of the criteria for
phase equilibria to these models, one should be able to derive all possible phase
equilibrium phenomena in liquid or gaseous mixtures.

However, even for simple equations of state, the criteria of phase equilibrium
lead to systems of nonlinear equations of such complexity that their solution has
become practically feasible after the invention of electronic computers only.
The earliest publications on the quantitative calculation of fluid-phase equilib-
ria from equations of state using electronic computers date from about 1960.6

Nowadays, with powerful computers being available worldwide, more than
1500 different equations of state and mixing theories are used for modeling
various thermodynamic properties of mixtures. In connection with modern elec-
tronic data banks, phase diagrams can be – seemingly – generated at the press
of a button.

Does this mean that the theory of phase equilibria has become obsolete? This
would be a dangerous conclusion: Automated computation methods may work
well for some not too complicated mixtures, but seriously fail otherwise; this
book contains many phase diagrams that cannot be treated as routine cases. We
feel that an understanding of the principles of fluid-phase equilibria is essential.7

Moreover, the experimentalist constructing an apparatus for the determination
of phase equilibria as well as the theoretician developing a computer program
for their calculation always start with some preconception of what the outcome
will be or might be. But there are pitfalls, e.g.:

l It is a common technique to determine two-phase equilibria by removing and
analyzing samples from the top and bottom of an otherwise sealed vessel.
But then an unexpected three-phase equilibrium may escape detection.

l A computer program for the calculation of heats of mixing will not warn its
users if the input data specify a state within a two-phase region – unless the
programmer had been aware of this possibility.

Evidently it is necessary that those working with thermodynamic apparatus
or programs are aware of the phase-theoretical possibilities and pitfalls of their
objects of study. Phase diagrams may sometimes be confusing, but they obey
certain rules, and it is important to know these rules. This book aims at pro-
viding the necessary in-depth information about fluid-phase equilibria and their
calculation, combining recent developments in thermodynamics and numerical
mathematics.

5Readers interested in the history of the modeling of fluid-phase equilibria are advised to read the
charming book How fluids unmix by J. M. H. Levelt Sengers [1].
6Van Laar investigated theoretical aspects of the phase behavior of mixtures based on the van der
Waals equation of state already around 1900. At the end of his life, he remarked “My hair stands on
end even today when I am reminded of that work.” (cited after [2], p. 163)
7“Perilous to us all are the devices of an art deeper than we possess ourselves.” (Gandalf, cited
in [3])
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1.3 WHAT IS THE SCOPE OF THIS BOOK?

This book will help the reader to understand and interpret phase diagrams of
fluid mixtures, especially fluid mixtures under elevated pressures, where the
vapor phase – if the term is meaningful – is no longer ideal. It will introduce
the reader to the multitude of phase-diagram topologies that can occur even for
two-component mixtures. In addition, it will also present some ternary phase-
diagram topologies of special importance.

Furthermore, this book discusses the thermodynamic conditions of phase
equilibria and their application to the calculation of phase equilibria and related
properties from equations of state.

The calculation of phase equilibria is, in fact, a central theme of this
book. Therefore, it considers all aspects of such calculations: thermodynamic
principles, equations of state and mixing rules, algorithms, programming con-
siderations – all that is needed to let the reader eventually write his or her own
computer program.

Of course, an exhaustive treatment of all aspects of phase diagram compu-
tation would require not one book but many. Therefore, some aspects can only
be touched superficially:

l In this book, we assume that the reader is familiar with the basic concepts of
thermodynamics.

l In the end, thermodynamic calculations are usually compared with experi-
ments. Therefore, we briefly discuss the main types of phase equilibrium
apparatus and provide references to contemporary reviews. However, this
book is not a handbook for experimentalists, nor is there enough space for
reviewing the experimental designs of more than a century.

l The number of equations of state of the fluid state that were proposed in
the past decades is huge. Herein, we can only list a few representative
equations of state and mixing rules – enough to explain principles and to
demonstrate their use, but certainly far from exhaustive. In particular, the
statistical thermodynamics of equations of state and mixing rules is treated
rather superficially only.

l In many places, algorithms for the computation of phase equilibria and
related properties are outlined. But we do not present ready-to-compile
computer code. Instead, it is assumed that the reader can formulate these
algorithms in his preferred programming language.

This book focuses on phase equilibria and related thermodynamic properties,
including some solid–fluid phase equilibria, mostly of binary fluid mixtures.
Many of the computational methods discussed here can also be applied to mul-
ticomponent mixtures. However, a full discussion of multicomponent phase
equilibria would have increased the size of this book too much; furthermore,
the knowledge of the phase behavior of fluid multicomponent mixtures is still
rather incomplete, even after more than 100 years of research.
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1.4 DO YOU HAVE TO READ THE WHOLE BOOK?

No!
If only an overview over the possible phase diagram topologies is desired, it

is sufficient to read Chapter 2 and eventually – for a systematic approach to the
problem – Chapter 9.

Readers interested in thermodynamic calculations should be interested par-
ticularly in Chapter 4, which contains a short overview of the thermodynamic
functions relevant for phase equilibrium calculations as well their mutual rela-
tions, and Chapter 5, which contains the thermodynamic conditions of phase
equilibria, their applications, and many algorithms.

Chapter 6 deals with solid–fluid equilibria. It can be skipped by readers not
interested in solid phases.

The chapters on equations of state and mixing rules are necessary for those
interested in the development of computer programs. They offer some criteria
for the selection of equations of state. Evidently, readers who already know
which equation they need may skip these chapters.

But of course the various aspects of fluid-phase equilibria – phenomenology,
thermodynamics, equations of state, etc. – are interconnected, and the atten-
tive readers will find many cross-references between the chapters of this book.
Therefore, reading the whole book is recommended.

1.5 SOME CONVENTIONS

Before entering into the discussions of phase behavior and its thermodynamic
background, it is necessary to adopt a few conventions and definitions:

l Unless stated otherwise, the most volatile component of a mixture (more
precisely: the component with the lower critical temperature) is referred to
as species 1. In lattice gas models, index 0 refers to the vacancies (“hole
species”).
At present, there is no universally accepted standard for the numbering of
components. Care is advised when studying further literature.
If – for improved clarity in lengthy equations – the component subscripts are
omitted, symbols without subscripts refer to component 1.

l No distinction is made between “vapor” and “gas”.8 If phases must be
indicated in equations or diagrams, the following abbreviations are used:

l – liquid phase
g – gas/vapor phase
f – fluid phase
s – solid phase

8In the literature, the term “vapor” is sometimes reserved for a gas phase in equilibrium with a
liquid phase.
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If more than one solid phase is present, the phases are referred to as sα ,
sβ , . . ., with sα denoting the phase that is stable at the highest temperature.

l Combinations of phase indicators denote phase equilibria, e.g.,
lg – vapor–liquid equilibrium, coexistence of a liquid phase l and a gas

phase g
llg – (more explicitly: l1l2g) – Three-phase equilibrium between two

liquid phases, l1 and l2, and a gas phase g
l=g – liquid–vapor critical point, coalescence of a liquid and a gas phase
sl=g – coexistence of a solid phase s and a critical fluid phase l=g

l In many instances, a shorthand notation for partial derivatives is employed:

A(iVjx)≡

(
∂ i+jAm

∂V i
m∂x1

j

)
T

(1.1)

Unless stated otherwise, the variables that are kept constant on differentia-
tion are the natural variables of the function (see Section 4), i.e., in case of
the Helmholtz energy the (molar) volume and temperature,

A(x)=

(
∂Am

∂x1

)
Vm,T

, (1.2)

but pressure and temperature in case of the Gibbs energy,

G(x)=

(
∂Gm

∂x1

)
p,T
. (1.3)
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Chapter 2

Phenomenology of Phase
Diagrams

In this chapter, phase diagrams of binary fluid mixtures are described and discussed
qualitatively (with the barest minimum of equations). It provides a short introduction into
the art of interpreting phase diagrams and gives an overview of the practically relevant
phase diagram classes.

2.1 BASIC CONSIDERATIONS

2.1.1 Phase Diagrams — Cuts and Projections

The number of thermodynamic degrees of freedom, i.e., the number of vari-
ables1 that can be independently varied to change the state of a system, is given
by Gibbs famous phase rule, which can be stated as

F=N−P+2−C, (2.1)

where N is the number of components of a mixture, P is the number of coex-
isting phases, C is the number of constraints, and F is the resulting number of
thermodynamic degrees of freedom, which is the difference between the num-
ber of thermodynamic variables and the number of equations connecting them.
C is often left out, which is a possible source of errors and misunderstandings.
At least in the context of this book, the constraints are very important and should
not be omitted.

An example is the number of degrees of freedom at the critical point of
a pure fluid: there is only one phase present (N=1 and P=1), but the criti-
cal conditions Eqs (5.30) and (5.31) provide two constraints (C=2); hence, a
pure-fluid critical point has no degree of freedom, i.e., it is a point in graphical
representations.

Similarly, one can conclude that critical states of binary mixtures must have
F=1, i.e., in this case, there are critical curves.

1More accurate: intensive variables; see Chapter 4.

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00002-5
Copyright © 2012 Elsevier BV. All rights reserved. 7
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8 CHAPTER | 2 Phenomenology of Phase Diagrams

According to the phase rule, a binary fluid mixture in the single-phase
state has got three degrees of freedom, i.e., a thermodynamic state is spec-
ified by three variables, e.g., pressure, temperature, and the mole fraction of
one of its components.2 A two-phase state has got two degrees of freedom: the
mole fractions are fixed if pressure and temperature are specified. Its graphical
representation is consequently a two-dimensional object in three-dimensional
space.

However, three-dimensional phase diagrams are awkward to draw and often
hard to understand. In the case of multicomponent mixtures, the dimensionality
of the domains is even higher. For practical purposes, it is, therefore, important
to reduce the number of graphical dimensions. This can be achieved by two
methods, namely by presenting

l cross sections, i.e., by keeping one or more relevant variables constant. This
means that the number of constraints, C, is increased, and the number of
degrees of freedom, F, is decreased. Cross sections commonly used for the
discussion of phase equilibria are:
l Isothermal: constant temperature
l Isobaric: constant pressure
l Isoplethic: constant composition
Also, isochoric (constant volume) or isopiestic (constant density) cross sec-
tions can prove useful. For multicomponent mixtures, it is desirable or even
necessary to keep more than one variable constant.

l projections, i.e., allowing one or more variables to assume all possible
values, but omit their axes (dimensions) in the diagram. In this case, the
number of graphical dimensions is reduced but not the number of degrees of
freedom F.

Figure 2.1 is a schematic phase diagram for a pure fluid. Here, the number
of degrees of freedom for an ordinary state is F=2. Therefore, we can plot the
phase diagram without reducing the number of graphical dimensions. For the
vapor pressure curve lg, there is F=1. The critical point has F=0, as explained
above, and is therefore represented by a point. For simplicity, the regions of
solid phases have been omitted; hence, the vapor pressure curve extends to
absolute zero.

Figures 2.2 and 2.3 are three-dimensional pTx diagrams of a simple binary
fluid system, including some phase equilibrium isotherms and isopleths, respec-
tively. A more detailed discussion of the curves and the phase diagram classifi-
cation will be given later in this chapter. The “front plane” (pT plane at x1=1)
and the “back plane” (pT plane at x1=0) contain the pure-fluid vapor pressure
curves as shown in Fig. 2.1. Figure 2.4 shows the projection of Fig. 2.3 onto the

2The mole fraction of the other component is then given by x2=1−x1 and hence not an
independent variable.
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g

FIGURE 2.1 Schematic pT phase diagram of a pure fluid. : vapor pressure curve, ◦: critical
point. Solid-phase regions have been omitted.

T

p

p

x
1

FIGURE 2.2 Schematic pTx phase diagram of a simple binary fluid mixture, with a px cross sec-
tion indicated. ◦: pure-fluid critical point; : vapor pressure curve; : critical curve, gray
area: two-phase region. Solid-phase regions have been omitted.

pT plane. Evidently the projection and the cross section can look quite different,
even if they describe the same two-phase region.

It should be noted that the isoplethic cross section in Fig. 2.3 contains only
one critical point F=0, namely, where it touches the critical curve, whereas
Fig. 2.4 contains a critical curve (F=1).

Caution is advised when cross sections and projections appear in the same
diagram.
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FIGURE 2.3 Schematic pTx phase diagram of a simple binary fluid mixture, with a pT cross
section indicated. The symbols are the same as shown in Fig. 2.2.

T

p

FIGURE 2.4 pT projection of the three-dimensional phase diagram as shown in Fig. 2.2 or 2.3.

2.1.2 Subcritical Vapor–Liquid Equilibria

The simplest kind of phase diagrams occurs when both components are nearly
ideally miscible (a more precise definition will be given in Section 4.3), and
the temperature is below the critical temperature of both components. In this
case, the binary phase diagrams must contain the boiling points of both pure
components.

An example of an isothermal phase diagram is shown in Fig. 2.5. If
component 1 is the more volatile one, it has got the higher vapor pressure.

A pure fluid shows a sharp vapor–liquid transition: at a given tempera-
ture, there is a fixed boiling pressure. Mixtures generally have boiling pressure
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FIGURE 2.5 Isothermal phase diagram of the vapor–liquid equilibrium of an ideal mixture
(schematic).

ranges. The pressure at which the liquid begins to boil is not the same as the
pressure at which the last drop evaporates. Consequently, the phase diagram
shows two phase boundary curves. The upper curve, called the bubble point
curve, separates the liquid domain at high pressure from the two-phase region;
the lower curve, called the dew point curve, separates the vapor region at low
pressures from the two-phase region.

In the special case of an ideal mixture, the two curves can be calculated
from Raoult’s and Dalton’s laws. According to the former, the partial pressure
of a component is related to its vapor pressure, pσi , and to the composition of
the liquid:

pi= xli pσi . (2.2)

The total pressure is then

p= xl1pσ1 +xl2pσ2 =pσ2 +(p
σ
1 −pσ2 )x

l
1, (2.3)

and therefore, the bubble point curve p(xl1) is linear. The dew point curve p(xg1)
can then be obtained from Dalton’s law:

pi= xgi p. (2.4)

Equating the partial pressure with that from Raoult’s law, Eq. (2.2), and using
Eq. (2.3) to eliminate xl1 then gives

p=
pσ1 pσ2

pσ1 −(p
σ
1 −pσ2 )x

g
1

, (2.5)
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which is clearly a hyperbolic function. Alternatively, we can use Eq. (2.3)
to eliminate p, which leads to the relation between the liquid and the vapor
composition,

xg1=
xl1pσ1

pσ2 +(p
σ
1 −pσ2 )x

l
1

=
αxl1

1+(α−1)xl1
with α=

pσ1
pσ2
.

(2.6)

A plot of xg1 versus xl1 is called a McCabe–Thiele diagram; it shows the
concentration enhancement obtained by a single distillation step (Fig. 2.6). This
kind of diagram is very important in chemical engineering, where it is used for
the design of rectification columns.

The ratios of the vapor and liquid mole fractions are called K factors:

Ki=
xgi
xli
. (2.7)

For an ideal mixture, Raoult’s and Dalton’s laws imply

Ki=
pσi
p
. (2.8)

Consequently, a double logarithmic plot of Ki versus pressure must be linear
with a slope of −1 (Fig. 2.7).

0 1
0

1

x 1
l

x 1
g

2

5
10

20

FIGURE 2.6 Isothermal McCabe–Thiele diagram of an ideal mixture. Parameter: ratio of the pure-
fluid vapor pressures.
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FIGURE 2.7 K factors of an ideal subcritical mixture, isothermal cross section.

The isobaric Tx diagram of an ideal mixture is more complicated to derive
and will be dealt in Section 5.5.5.

2.1.3 The Lever Rule

A point within the two-phase domain of Fig. 2.5 describes an impossible sit-
uation. The mixture represented by such a point undergoes a phase separation
and splits into two coexisting phases. Their amounts can be calculated with the
lever rule of phase equilibria, which can be derived from the material balance
equations. The amount of substance of component 1 in the system, n1, can be
obtained from the amounts of the coexisting phases, n′ and n′′, and the overall
mole fraction x1, i.e., the mole fraction that the mixture would have if there were
no phase separation,

n1= x1n= x1(n
′
+n′′), (2.9)

or from the amounts of component 1 in each phase,

n1=n′1+n′′1= x′1n′+x′′1n′′. (2.10)

Equating these two relations and rearranging yields

n′(x1−x′1)=n′′(x′′1−x1), (2.11)

which looks like the lever rule from mechanics, if the xi differences are
interpreted as lengths of the lever arms and the ni as attached weights. The
application of the lever rule is illustrated in Fig. 2.8.
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x1

p, T

x’ x x"

n′ n"

x –x’ x" –x 

FIGURE 2.8 Schematic representation of the “lever rule” of phase equilibria: the amounts of the
coexisting phases, weighted with their “lever lengths” x1−x′1 and x′′1−x1, respectively, must be
equal.

The lever rule can be used to explain the complete evaporation of a liquid
mixture:

l The evaporation process begins with a liquid of composition x1 (state A in
Fig. 2.9).

l When the pressure is slowly reduced, nothing happens until state B is
reached, the intersection with the bubble point curve. Here, the first infinites-
imal bubble of the vapor phase forms. This bubble has a higher mole fraction
of the more volatile component 1. As the “lever” of the liquid phase, x1−x′1,
is still zero, so is the amount of the vapor phase.

l When the pressure is lowered further, the amount of vapor increases and
that of the liquid decreases; furthermore, the liquid predominantly loses
component 1. Consequently, the composition of the liquid of the two-
phase equilibrium state C is shifted toward lower mole fractions, and the
composition of the equilibrium vapor phase decreases, too.

l At state D, the vapor phase has reached the original composition x1. Now
the “lever” x′′i −x1 becomes zero, and therefore, the liquid phase vanishes:
the last drop of liquid evaporates at the dew point curve.

l Below this state only single-phase vapor is expanded (state E).

This consideration might seem trivial, but it will be shown in the next section
that there are phase diagrams that lead to counter-intuitive results.
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FIGURE 2.9 Schematic representation of an isothermal evaporation: the path through the phase
diagram and the contents of a pressure vessel. See the text for a detailed explanation.

The horizontal lines connecting the liquid states with the coexisting vapor
states are called connodes, binodes, or tie lines.

2.1.4 Supercritical Vapor–Liquid Equilibria

If one of the components of a mixture is above its critical temperature, the shape
of the phase diagrams changes dramatically (Fig. 2.10): the two-phase region
starts at the boiling point of the less volatile compound as shown in Fig. 2.9,
but now there is no boiling point of the volatile component to which the phase
boundary curves could run. Instead, the dew point curve bends around and meets
the bubble point curve in a binary critical point, which in isothermal or isobaric
vapor–liquid phase diagrams is an extremum of the phase envelope.

Figure 2.10 also demonstrates a peculiarity of supercritical phase diagrams:
if the initial state of an expansion experiment is at high pressure and at an overall
mole fraction to the right side of the critical point, a reduction of the pressure
does not make the fluid boil, but rather causes the condensation of a liquid.
Further, pressure reduction lets the amount of the liquid first grow, then shrink;
because of the lever rule, the maximum amount of liquid phase occurs where
the dew point curve has its mole fraction maximum. Finally, the last drop of the
liquid evaporates, and the system is in a single-phase gas state.

Along this special path in the phase diagram, a pressure reduction can
cause condensation and a pressure increase can cause evaporation. An analo-
gous discussion of an isobaric phase diagram would have shown the possibility
of condensation on heating or evaporation on cooling. This phenomenon is
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FIGURE 2.10 Schematic representation of an isothermal evaporation (supercritical case): the path
through the phase diagram and the contents of a pressure vessel. A more detailed explanation is
given in the text. ◦: binary critical point.

called retrograde condensation or evaporation, and it is often observed in phase
equilibria involving supercritical compounds.

The mole fraction maximum of an isothermal dew point curve is called
maxcondentherm or cricondentherm (for isobaric dew point curves: maxcon-
denbar or cricondenbar). It represents the highest mole fraction up to which
a phase separation can be achieved by pressure variation at constant temperature
(maxcondenbar: temperature variation at constant pressure). Mixtures beyond
the maxcondentherm composition can be expanded from high to low pressures
without crossing phase boundaries. Along an isopleth, the maxcondentherm is
a temperature maximum and the maxcondenbar a pressure maximum.

The McCabe–Thiele diagram for this case, Fig. 2.11, shows that the equi-
librium curve ends on the diagonal in a binary critical point with a slope of −1
(see Section 5.5.2 for the proof).

The volumes of the coexisting phases can be calculated from their molar
volumes and the amounts of substance, V=nVm. Inserting this into the lever
rule gives

V ′

V ′m
(xi−x′i)=

V ′′

V ′′m
(x′′i −xi). (2.12)

If the two phases occupy equal volumes in the phase equilibrium cell,
V ′=V ′′, this equation can be rearranged to give the “central” overall mole
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FIGURE 2.11 McCabe–Thiele diagram (schematic) for a mixture where component 1 is super-
critical. ◦: binary critical point.

fraction

xi,qV=0.5=
V ′mx′′i +V ′′mx′i

V ′m+V ′′m
=

x′iρ
′
+x′′i ρ

′′

ρ′+ρ′′
. (2.13)

Conversely, if – at given pressure and temperature – a mixture of composition
xi,qV=0.5 is introduced into the pressure vessel, it splits into two phases, each
taking up half of the available space. At a first glance, it may seem surprising
that neither the amount of the mixture nor the size of the vessel have to be
specified, but of course only with the “right” amount of substance, the desired
pressure can be reached.

The fraction of a system taken up by the vapor phase is called quality,3

qV =
V ′′

V ′+V ′′
. (2.14)

Curves measured at constant gas-to-liquid ratio are called quality lines. A curve
representing the “central” mole fraction xi,qV=0.5 in a phase diagram has got the
quality qV =0.5; the quality lines 0.0 and 1.0 correspond to the bubble and dew
point curves, respectively.

3This fraction can be defined in terms of volume or amount of substance; both definitions exist in the
current literature. Herein, we use the volumetric quality, which is of greater practical importance,
for it can be measured without knowing the chemical composition of the system.
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FIGURE 2.12 Isothermal phase diagram of the {nitrogen + methane} system, subcritical and
supercritical case. : phase boundaries; : quality curves 0.5.

For vapor–liquid equilibria at low pressures, the molar volume of the vapor
is much larger than that of the liquid, and consequently, the quality curve 0.5
is close to the bubble point curve, xi,qV=0.5≈ xli, as can be seen in Fig. 2.12.
For liquid–liquid phase equilibria or high-pressure vapor–liquid equilibria,
however, the densities of the coexisting phases are of comparable size and
change slowly with temperature or pressure. This is illustrated in Fig. 2.13. In
supercritical phase diagrams, the quality curves end on critical points of the
mixture.

The transition from the subcritical phase diagram type, Fig. 2.9, to the super-
critical type, Fig. 2.10, occurs through a phase diagram with a cusp at x1=1,
as shown in Fig. 2.14. The slopes of the dew point curve and the bubble point
curve are usually not zero4; the proof is given in Section 5.5.4.

Phase diagrams in the vicinity of the critical point of the volatile component
sometimes show a “bulging” of the dew point curve as illustrated in Fig. 2.15.
A fluid mixture with a high concentration of the volatile component would, on
decompression, first precipitate a liquid phase, then become homogenous, then
precipitate a liquid again, and finally become homogeneous. This phenomenon
is called double retrograde behavior. It has been experimentally observed for
few mixtures only – probably not because it is rare, but because its observation
is difficult: the “bulge” of the dew point curve is usually less than 10−3 mole

4The exception is critical border azeotropes.
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FIGURE 2.13 Isothermal phase diagram of the {neon + krypton} system. : phase boundaries;
: quality curve 0.5.
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FIGURE 2.14 Isothermal phase diagram of a binary mixture at the critical temperature of the
volatile component (schematic). The tangent to both equilibrium curves at the critical point is not
horizontal.

fraction units. Double retrograde behavior has been found not only in simple
systems like {nitrogen + ethane} or {methane + butane} but also in more com-
plicated systems like {ethane + limonene} or {carbon dioxide + 1-nonanol }[4].
Retrograde behavior of a higher order than 2 is rather unlikely [5].
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FIGURE 2.15 Isothermal phase diagram of a binary mixture showing double retrograde behavior
(schematic; the “bulge” of the dew point curve is very much exaggerated for clarity).

2.1.5 Volumetric Behavior

Fig. 2.16 displays a volumetric phase diagram for a simple vapor–liquid
equilibrium case like the one shown in Fig. 2.12:

l In the subcritical case, there are two distinct curves, one for the liquid phase
and another for the vapor phase. As the pressure increases with increas-
ing mole fraction of the volatile component, the molar volume of the vapor
phase declines rapidly. The liquid phase is usually not very compressible; its
density varies little with pressure.

l In the supercritical case, the liquid and the vapor branch meet at the binary
critical point. Because of the retrograde behavior, the vapor branch passes
over a mole fraction maximum (maxcondentherm or maxcondenbar). The
liquid branch sometimes exhibits a shallow minimum. It is the result of two
conflicting influences, namely, the pressure increase along the curve and the
increased solubility of the volatile component. Usually the critical point does
not coincide with this minimum.

Between these two cases, there is the critical case, where the binary critical
point coincides with the critical point of the pure fluid 1 (x1=1, T=Tc,1). In
this case, the binary critical point is necessarily at a mole fraction maximum of
the Vm(x1) curve.

In the case of high-pressure vapor–liquid equilibria, the vapor phase can
of course attain relatively high densities. If the volatile component has a large
molar mass, it can happen that the mass density (specific gravity) of the vapor
phase becomes larger than that of the liquid phase. This phenomenon is known
as barotropy or barotropic inversion. It has been experimentally observed for
mixtures of hydrocarbons with CO2, SF6, or halocarbon refrigerants.
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FIGURE 2.16 (Isothermal) volumetric phase diagram for a simple vapor–liquid equilibrium case
(schematic). : subcritical case; : critical case (T=Tc,1); : supercritical case.

What happens when a mixture is taken to the barotropic inversion condi-
tions depends very much on the experimental circumstances. Sometimes the
liquid and the vapor simply exchange places inside the pressure vessel, with the
consequence that analytical instruments look at the “wrong” phase. Sometimes,
however, the system forms a fog or foam that can persist for days, because liq-
uid droplets or gas bubbles are no longer separated by gravity anymore; in this
case, analytical instruments would eventually report the average composition
and create the impression that the mixture is in a single-phase state. Therefore,
overlooking barotropic phenomena can be a source of misinterpretations for
some classes of phase equilibria.

A crossing of the molar densities of the coexisting fluid phases is possible,
too, although not for simple systems. Mixtures of class III and higher (see the
next sections), however, exhibit continuous transitions from liquid–vapor-like
to liquid–liquid-like phase behavior, and here, a switch of the molar densities is
possible.

An overview of barotropic phenomena was given by Quiñones-Cisneros [6].

2.2 EXPERIMENTALLY KNOWN BINARY PHASE DIAGRAM
CLASSES

As discussed earlier in the previous section, the representation of a complete
phase diagram of a binary mixture requires at least three variables, the pres-
sure p, the temperature T , and the mole fraction of one of the substances,
e.g., x= x1; sometimes molar volumes or enthalpies have to be considered, too,
which increases the number of dimensions that need to be handled. It is clear
that, for practical purposes, two-dimensional px and Tx cross sections are the
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preferred means of visualization. Although these cross sections are relatively
easy to read, they represent only a fraction of the total phase behavior of a
binary mixture. This is evident if the three-dimensional representations shown
in Figs 2.2 and 2.3 are compared with two-dimensional cross sections shown in
Figs 2.9 and 2.10.

A pT projection, however, is a different matter, because it contains all the
relevant topological information, i.e., the connections and relative locations of
the points and curves representing special thermodynamic states. For the exam-
ple shown in Fig. 2.2, the pT projection Fig. 2.4 contains the vapor pressure
curves and the critical points of the pure components as well as a continuous
binary critical curve. For a classification, the information contained in the pT
projection is already sufficient, as it shows that, in this case, the binary criti-
cal curve forms a continuous connection between the pure-component critical
points. Furthermore, the pT projection can reveal the existence of temperature
or pressure extrema of critical curves.

In this chapter, we discuss the pT projections of the most important classes
of binary phase behavior, including some subclasses involving azeotropy, and
provide the corresponding px and Tx cross sections. For convenience, common
line types and symbols are listed in Fig. 2.17. We employ the commonly used
nomenclature of van Konynenburg and Scott for binary phase diagrams. The
more systematic nomenclature of Bolz et al. will be introduced later.

“Most important classes” means that for these classes, experimental evi-
dence has been found. From topological considerations and mathematical
models, it is clear that there exist many more phase diagram classes, some of
which will be discussed later in this book. But with the phase diagrams pre-
sented in this section, the reader should be able to construct cross sections also
for unusual phase diagram classes.

Critical point of a pure substance
Binary critical point
Lower critical end point
Upper critical end point
Critical azeotrope
Maxcondentherm and maxcondenbar
Vapor pressure curve

Three-phase curve
Curve of azeotrope
Isopleth

Binary critical curve in pT diagrams or
coexistence curve in px and Tx diagrams

x

FIGURE 2.17 Legend for the symbols and lines in the phase diagrams.

Note: The phase diagrams in this section are schematic diagrams only, not
real (computed or experimentally determined) examples. They are sometimes
distorted to show topological details which might be difficult to make out in real
diagrams.
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2.2.1 Class I

The simplest binary phase diagram class, class I, contains only one binary
vapor–liquid (l=g) critical curve, which connects the critical points of the pure
components. Examples for class I phase behavior are the mixtures {Ar + Kr}
[7], {N2 + O2}, or {C2H6 + n-alkane} for carbon numbers up to 18 [8]. Quite
often class I critical curves exhibit a pressure maximum as shown in Fig. 2.18.

Fig. 2.18 also contains an isopleth. In a binary system, this is not a coexis-
tence curve,5 but just a cross section through the three-dimensional vapor–liquid
space for a constant mole fraction (see also Fig. 2.3). The critical point of an iso-
pleth is not at one of its extrema – it is merely the point at which the isopleth
touches the critical curve and can be located anywhere. In the example shown
here, it is between the temperature and the pressure maxima of the isopleth, the
maxcondentherm and maxcondenbar states (cf. previous section).

How can the isobaric or isothermal cross sections be constructed from the
pT diagram? If Tx cross sections are desired, one draws a horizontal line in the
pT projection at the given pressure. For each intersection of this line with a
curve of the pT projection, a point is plotted into the Tx diagram.

l For a pressure below the critical pressures of the two pure components (line
1 in Fig. 2.18), the horizontal line crosses the two vapor pressure curves
only. Therefore, one marks the two intersections at x=0 and x=1 in the
Tx diagram (cross section 1 in Fig. 2.19). Because there are no other spe-
cial states at this pressure, there is no other way to connect them but by a
subcritical vapor–liquid coexistence region.

l At a pressure between the critical pressures of the two components, the hor-
izontal line crosses the vapor pressure curve of the less volatile substance
and the binary critical curve (line 2 in Fig. 2.18). The vapor pressure curve
of the less volatile substance is, therefore, marked at x=0 in the Tx projec-
tion. The binary critical point is located at a lower temperature and at a mole
fraction somewhere between 0 and 1 (cross section 2 in Fig. 2.19). The two
points are connected by a supercritical vapor–liquid coexistence curve with
the minimum at the binary critical point.

l When the critical pressure of the less volatile substance is reached, the
vapor–liquid coexistence region detaches from the ordinate at x=0 and
forms a closed loop with a critical point at its maximum and another one
at its minimum.

l Finally, when the maximum pressure of the binary critical curve is reached,
this closed loop contracts to a single point and vanishes. This point, which
corresponds to the pressure maximum of the critical curve in Fig. 2.18, is
called an elliptic pressure maximum critical point [9].

5Except for azeotropes, the phase coexisting with a given phase on one isopleth is located on another
isopleth.
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FIGURE 2.18 Phase diagram class I. Note that the pure-fluid critical point with the lower
temperature belongs to component 1.
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FIGURE 2.19 Class I Tx cross sections.
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FIGURE 2.20 Class I px cross sections.

An isothermal px cross section can be constructed in an analogous way by
plotting a vertical line in the pT projection. The intersections of the curves with
this line are plotted into a px diagram in Fig. 2.20.

l At low temperatures, the vapor pressure curves of both substances are inter-
sected, yielding a regular vapor–liquid coexistence region in the px diagram
such as cross section A in Fig. 2.20.

l At the critical temperature of the more volatile substance, this vapor–liquid
region detaches from the pressure axis at x=1 (cross section between
A and B). Then a coexistence region connected to the ordinate at x=0 forms,
as shown in cross section B. Its pressure maximum is a binary critical point.

l This coexistence region finally contracts and vanishes at x=0, when the
critical temperature of the less volatile substance is reached.
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2.2.1.1 Variants of Class I: Critical Curve with a Pressure
Minimum or an S-shape

For some class I mixtures, the binary critical curve passes through a pressure
minimum; in such cases, the critical curve often exhibits an S-shape. There may
even be a pressure maximum, as depicted in Fig. 2.21. The px cross sections
belonging to this phase diagram look similar as before, but the S-shape gives
rise to some new kinds of Tx cross sections. This behavior has been found for
mixtures of trifluoromethane with some nonpolar compounds.

l Cross section 1 is below the minimum of the binary critical curve and
hence intersects the vapor pressure curves of the pure components only. The
resulting Tx cross section shows a regular vapor–liquid coexistence region
(Fig. 2.22).

l For cross section 2, located between the minimum of the binary critical curve
and the critical point of component 1, the horizontal line crosses the two
vapor pressure curves and, in between, twice the critical curve. The first
point in the Tx diagram is, therefore, the boiling point at x=1. Then, with
increasing temperature, a critical point is passed, then another, and finally
the boiling point at x=0 is reached.

l When the pressure is increased, one of the two coexistence regions shrinks;
it vanishes at the critical pressure of the more volatile component 1, while
the second 2-phase region remains. This eventually vanishes in the same
way as described above for the regular class I phase behavior.

p

T1

2

3

Class I

FIGURE 2.21 Class I phase diagram with
an S-shaped critical curve.

1

2

T

x

3

FIGURE 2.22 Corresponding Tx cross
sections.
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2.2.1.2 Variants of Class I: (Positive) Azeotropy
A class I phase diagram can exhibit azeotropic behavior, in which case it is
called class I-A. At an azeotropic point, the mole fractions of the coexisting
liquid and vapor phase are identical. Therefore, the identification and modeling
of azeotropic phase behavior is very important in phase separation technology.

According to Gibbs phase rule, an azeotropic state has F=1 degree of free-
dom. Therefore, azeotropes correspond to points in px and Tx cross sections, but
to a curve in the pT projection. For the termination points of azeotropic curves,
there are several possibilities: they can start or end at

l a border azeotrope xaz
=0 or xaz

=1, i.e., on a vapor pressure curve,
l a critical azeotropic point (here, azeotropic curve and critical curve meet in

the pT projection with the same slope; this behavior is also called absolute
azeotropy),

l an azeotropic endpoint (not for class I systems),
l an azeotropic cusp in case of double azeotropy,
l absolute zero (0 K, 0 MPa)6; this termination is hypothetical only, because

real mixtures would solidify.7

If the vapor pressure of an azeotropic mixture is larger than the vapor pres-
sures of the pure components, this corresponds to a positive deviation from
Raoult’s law. Therefore this case is called positive azeotropy; if the azeotropic
vapor pressure is smaller than the vapor pressures of the pure components, the
term negative azeotropy is used. An azeoptropic pressure between the pure-
component vapor pressures can occur only in the case of double azeotropy (see
below), which is an extremely rare phenomenon.

At an azeotropic point, the bubble point curve and the dew point curve meet
with zero slope. This is also true for the termination points of azeotropic curves.
The proof is given in Section 5.5.6.

In the pT projection, the azeotropic curve is above the vapor pressure curves
of the pure substances in case of positive azeotropy and below for negative
azeotropy. For nonpolar or weakly polar substances, positive azeotropy is more
likely, while negative azeotropy is usually found in mixtures where there are
strong interactions between the unlike molecules.

Class I-A with positive azeotropy can be further divided into two sub-
classes, one having a temperature minimum along the critical curve and the
other one not. A pT projection for the latter kind of class I-A is shown in
Fig. 2.23; the corresponding Tx and px cross sections are sketched in Figs 2.24
and 2.25, respectively. In both representations, the lowermost phase envelopes

6Mixtures with positive deviations from Raoult’s law large enough to cause positive azeotropy
would probably show liquid–liquid immiscibility at sufficiently low temperatures. It seems that
systems classified as I-A based on experiments are in fact class II-A systems, which solidify before
reaching the liquid–liquid immiscibility region.
7
{
3He + 4He} is an exception.
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FIGURE 2.23 Class I-A phase diagram.
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FIGURE 2.24 Corresponding Tx cross
sections.

A

x

B

p

C

FIGURE 2.25 Corresponding Tx cross
sections.

are nonazeotropic. Then border azeotropy develops: the bubble point curve and
the dew point curve come together in a cusp at x=1 with a horizontal tan-
gent. A further increase of temperature or pressure lets the (still subcritical)
azeotrope move away from x=1. Then the two-phase region detaches from the
x=1 ordinate and contracts, until it vanishes in a critical azeotropic point.

Examples for this subclass are the systems {ethane + hydrogen sulfide} [10],
{carbon dioxide + ethane} [11], and – most important – {ethanol + water}.

It is very easy to confuse the phase envelopes of border azeotropes and crit-
ical azeotropes: in both, the bubble point curve and the dew point curve meet
in a horizontal cusp; both look like half a regular azeotropic curve. The bor-
der azeotrope, however, is a subcritical two-phase state, whereas the critical
azeotrope is a one-phase state.

A schematic phase diagram of class I-A with a temperature minimum along
the critical curve is shown in Fig. 2.26. The Tx cross sections are topologically
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FIGURE 2.26 Class I-A phase diagram
with a temperature minimum in the critical
curve.
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FIGURE 2.27 Corresponding px cross
sections.

the same as those without the temperature minimum, but the px cross sections
differ, as shown in Fig. 2.27. In cross section B, the critical curve is intersected
two times; hence, there are two critical points in the px cross section. These
two critical points merge at the temperature minimum of the critical curve.
Above that temperature, the two-phase region splits into two parts; below that
temperature, it is a regular azeotropic diagram.

Examples for this kind of phase diagram topology are {ethane + dinitrogen
oxide} [12] and {ethane + hydrogen chloride} [13].

2.2.1.3 Variants of Class I: Negative Azeotropy
Negative azeotropy is seldomly observed for mixtures of nonpolar compounds.
The phenomenon is usually caused by attractive interactions between unlike
molecules which are stronger than those between like molecules, and this is
often the result of chemical interactions. Examples are {hydrogen chloride +
methanol}, where there is strong hydrogen bonding or even proton transfer
between the acid and the alcohol,8 and {hydrogen bromide + water}. In the case
of {carbon disulfide + acetone}, the negative azeotropy is explained with the
existence of a charge transfer complex.

A schematic binary phase diagram with negative azeotropy is shown in
Fig. 2.28. The azeotropic curve originates at the vapor pressure curve of the less
volatile substance and terminates in a critical azeotropic point at high tempera-
ture. The Tx cross sections (Fig. 2.29) and the px cross sections (Fig. 2.30) may
differ, depending on the pressure at which the azeotropy sets in at x=0. The

8This is probably not the best example, for here chemical reactions producing methyl chloride,
dimethyl ether, and water may take place, so that this is not really a binary mixture.
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FIGURE 2.28 Class I-A phase diagram with negative azeotropy.
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FIGURE 2.30 Corresponding px cross
sections.

sequence begins with a regular vapor–liquid phase equilibrium with a binary
critical point, followed by the formation of an azeotropic point at x=0, and
the detachment from the ordinate at the critical point of the less volatile sub-
stance. The Tx and px cross sections are topologically similar; merely minima
and maxima appear to be switched. At high pressures or temperatures beyond
the critical azeotropic point, closed-loop phase envelopes appear. Closed-loop
two-phase regions in Tx diagrams are nothing special; they occur also in the
regular class I. But closed-loop two-phase regions in px diagrams are a rare
phenomenon.

If the azeotropic curve ends on the critical curve, it is unavoidable that the
critical curve runs through regions above the critical temperature of the less
volatile component. Negative azeotropy is, therefore, one of the rather few
phenomena that causes phase separation above the critical temperatures of the
mixture components.
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2.2.1.4 Variants of Class I: Phase Diagrams with Bancroft Points
There are two more azeotropic subclasses of class I-A, both with a so-called
Bancroft point. This is a point where the vapor pressure curves of the two pure
components intersect in the pT projection (so it is not really an intersection
point!). A Bancroft point is usually associated with azeotropic behavior, because
the vapor pressures of the two pure components are very similar in its vicinity,
so that even a very small nonideality can cause a maximum or a minimum of
the phase boundaries.

In Fig. 2.31, a pT projection of such a system is shown. Here, the azeotropic
curve originates on the vapor pressure curve of one component and ends on the
vapor pressure curve of the other one. Therefore, in the Tx and the px cross sec-
tions depicted in Figs 2.32 and 2.33, respectively, the azeotropic point appears
(for low p,T) at x=0, moves through the mole fraction range, and disappears
at x=1.
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FIGURE 2.31 Class I phase diagram with a Bancroft point.
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sections.
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FIGURE 2.34 Class I phase diagram with
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FIGURE 2.35 Corresponding px cross
sections.

It can happen that a system with a Bancroft point exhibits two azeotropic
curves. Such a case, known experimentally for the system {C6H6 + C6F6} [14],
is depicted in Fig. 2.34. The two azeotropic curves start from border azeo-
tropes on the two vapor pressure curves and terminate together in an azeotropic
cusp. In the px sections, a negative and a positive azeotrope are present. When
moving from cross section A in Fig. 2.35 to cross section B, the order of
the vapor pressures of the pure components is reversed. In cross section C,
the two-phase region is detached from the ordinate at x=1, but still has got
two azeotropic points. These two azeotropic points approach each other with
increasing temperature and coincide when the cusp in the pT diagram is reached.
Above that temperature, a regular supercritical vapor–liquid equilibrium exists.

2.2.2 Class II

Phase diagram class II is characterized by a continuous vapor–liquid critical
curve (l=g) like class I and, in addition, a liquid–liquid critical curve (l=l).
The latter originates from a critical endpoint at low pressure on a three-phase
curve llg, i.e., a curve along which two liquid phases and one gas phase are
in equilibrium. At high pressure, it theoretically ends at the so-called jamming
point, a hypothetical ultradense liquid state with vanishing compressibility. In
real systems, the l=l critical curve is usually terminated by the solidification of
the system, i.e., it ends in an sl=l critical endpoint.

For the regular class II, the three-phase curve is located between the two
vapor pressure curves and hence ends (theoretically) at absolute zero. Depending
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on the shape of the l=l critical curve, one can distinguish several subclasses. In
the subclass shown in Fig. 2.36, the l=l critical curve has a negative slope in
the pT projection. The corresponding Tx and px cross sections are displayed in
Figs 2.37 and 2.38, respectively.

l In the Tx cross section at low pressure (section 1 in Fig. 2.37), a vapor–
liquid coexistence region “overlaps” with a liquid–liquid phase equilibrium
coming up from low temperatures. A three-phase line llg (more precisely:
l1l2g) splits the vapor–liquid region in two parts, l1g and l2g. The two parts
are connected to the boiling points of the pure components at x=0 and x=1.

l With increasing temperature, the liquid–liquid coexistence region detaches
from the vapor–liquid region at a critical endpoint.

l In cross section 2, the two regions are separated.
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l Above the critical point of the more volatile substance, there are merely
regular vapor–liquid phase equilibria. The vapor–liquid coexistence region
terminates in a binary critical point l=g (cross section 3).

The px cross sections show an analogous development:

l In cross section A at low temperature, the vapor–liquid coexistence region
is split into two parts by a llg three-phase state. The liquid–liquid immisci-
bility region in the middle is either open toward high pressures or may reach
the l=l critical curve at a very high pressure beyond the scale of the phase
diagram (Fig. 2.36).

l At somewhat higher temperature, in cross section B, the liquid–liquid region
is closed and terminated by a critical point at the top. If the temperature
is increased further, the liquid–liquid immiscibility region shrinks until it
finally vanishes at a critical endpoint.

l Beyond that point, a regular vapor–liquid phase coexistence remains (cross
section C), which develops a critical point l=g (cross section D) as in class I.

It should be noted that the region of liquid–liquid immiscibility is always on
the low-temperature side of the l=l critical curve in pT phase diagrams. In Tx
cross sections, the critical points of the liquid–liquid immiscibility are always
above the two-phase region; they are called upper critical solution points or – for
historical reasons – upper critical solution temperatures (UCST). Consequently,
the critical endpoint of a class II system is an upper critical endpoint. Its phase
symbol is l=lg.

The critical endpoint is not the end of the l=l critical curve in the sense that
there is nothing beyond it; it is merely the end of the stable part of the critical
curve. There exists a metastable continuation, which can even be followed with
proper experimental techniques. We defer the discussion of this to Section 5.6.3

2.2.2.1 Variants of Class II: l=l Critical Curves with
Positive Slopes

Another type of class II phase behavior contains an l=l critical curve with a
positive slope (Fig. 2.39). The Tx cross sections are topologically the same as
for class II with negative slope, but the px cross sections are different. As shown
in Fig. 2.40, the liquid–liquid coexistence region detaches from the vapor–liquid
coexistence region with increasing temperature, whereas it is pulled into it in the
regular case (Fig. 2.38). An experimental example for this subclass is {methane
+ tetrafluoromethane} [15, 16].

2.2.2.2 Variants of Class II: l=l Critical Curves
with a Temperature Minimum

A third type of class II behavior has a liquid–liquid critical curve with a temper-
ature minimum (Fig. 2.41). Again, the Tx cross sections are the same as those
of the previously mentioned subclasses, but the px cross sections differ.

In cross section B of Fig. 2.42, the liquid–liquid coexistence region con-
sists of two parts, each having a critical point. If the temperature is decreased,
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the two critical points meet. This happens at the temperature minimum in
the pT projection (Fig. 2.41). With increasing temperature, one liquid–liquid
coexistence region vanishes in a critical endpoint, while the other liquid–
liquid coexistence region remains (cross section C). Examples for this kind of
behavior are {tetrafluoromethane + propane} or {sulfur hexafluoride + octane}
[16, 17].
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FIGURE 2.43 Class II-A phase diagram.

2.2.2.3 Variants of Class II: Azeotropy
Azeotropy can appear in connection with class II, too. In the pT projection
(Fig. 2.43), the three-phase curve is located above the vapor pressure curve of
the more volatile substance. Azeotropy starts somewhere along the three-phase
curve and terminates at the critical curve in a critical azeotrope.

l The px cross section A at low temperature (Fig. 2.44) contains two vapor–
liquid coexistence regions connected to a liquid–liquid coexistence region
at higher pressure; between them, a three-phase state lgl is formed. Cross
section type A is called heteroazeotropic.
In a heteroazeotropic system, there are two distinct liquid–gas phase equilib-
rium regions at a given pressure and temperature, like in a regular azeotropic
system. At the highest possible pressure (or the lowest possible tempera-
ture) for vapor–liquid equilibria, however, these two regions merge to form
a three-phase state lgl. This is in contrast to a regular azeotropic system
(cf. Fig. 2.45 curve C), where the vapor–liquid equilibrium with the highest
pressure (lowest temperature) is reached in an azeotropic two-phase state
(lg)az.

l With increasing temperature, the vapor–liquid region at high mole fraction
develops an azeotrope connected to the three-phase line. Such an l(lg)az

three-phase state is called an azeotropic endpoint. As for a regular azeotrope,
the slopes of both phase boundary curves are here zero.

l In cross section B, above that temperature, the vapor–liquid coexistence
region exhibits a regular azeotrope connected to the other two coexistence
regions through a three-phase state.

l With increasing temperature, the liquid–liquid immiscibility region shrinks
and and finally terminates in a critical endpoint l=lg.

l In cross section C (Fig. 2.45), a regular vapor–liquid azeotrope exists.
l If the critical azeotrope lies at a higher temperature than the critical point

of the more volatile component, first a vapor–liquid critical point appears at



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 07-ch02-007-072-9780444563477” — 2012/3/1 — 0:40 — page 36 — #30

36 CHAPTER | 2 Phenomenology of Phase Diagrams

A x

B

p

FIGURE 2.44 Class II-A: corresponding
px cross sections.

C

x

D

p

FIGURE 2.45 More corresponding px
cross sections.

1

2

T

x

3

FIGURE 2.46 Tx cross sections of class
II-A.

T

x

4
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high mole fraction (cross section D) before the azeotropic curve ends in a
critical azeotrope.

The Tx cross sections of class II-A (Figs 2.46 and 2.47) behave similarly as
the px sections, although with the difference that the liquid–liquid immiscibility
region is detached from the vapor–liquid region at the critical endpoint. Between
cross sections 1 and 2, three-phase states and azeotropy occur together. Above
cross section 4, there is a cross section with a critical azeotrope, and at still
higher pressures, the cross sections are similar to those of class I.
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An experimentally known example for this phase diagram subclass is
{pentane + dodecafluoropentane}.

It is conceivable, of course, that the vapor–liquid critical curve has a tem-
perature minimum. In this case, px phase envelopes in the critical region have
to be “borrowed” from Fig. 2.27.

2.2.3 Class III

Class III phase diagrams also consist of l=g critical and l=l critical curves, but
their connection is different from that of class II. In contrast to classes I and II,
there is no continuous critical curve connecting the critical points of the pure
components (see Fig. 2.48). The l=g critical curve originating at the critical
point of the more volatile substance is usually rather short and terminates in an
upper critical endpoint.9 In the pT projection, an llg three-phase curve is located
slightly below the vapor pressure curve. It runs from the critical endpoint to
absolute zero (or rather, to solidification).

Another critical curve starts at the critical point of the less volatile substance.
It begins as a l=g critical curve, but changes its character to l=l on its way
to higher pressures. Finally, it runs toward the fictive jamming point at infi-
nite pressure. As in class II, this critical curve is in reality terminated by the
solidification of the system at high pressure.

The above description of class III phase behavior is rather general. As for
the other phase diagram classes, there are subclasses.

The first discussed here is class IIIm. The subscript “m” indicates that the
major critical curve passes through a maximum and a minimum. The minimum
may be at higher pressures than the short critical curve, as in Fig. 2.48, but
can also be below it. The evolution of the phase envelopes with temperature is
illustrated in Fig. 2.49 for the px cross sections.

l At low temperatures (cross section A), as in class II, a liquid–liquid phase
equilibrium intersects a vapor-liquid equilibrium, thus creating a three-phase
line.

l Here, however, the critical point of the more volatile substance is reached
first, causing the detachment of the vapor–liquid coexistence region from
the ordinate at x=1. Hence, in cross section B, an l=l critical point and
an l=g critical point belonging to the short critical curve exist at the same
time.

l On further heating, the vapor–liquid two-phase region contracts and van-
ishes at the critical endpoint; its symbol is, therefore, ll=g. A regular
vapor–liquid coexistence region is formed.

l Above this temperature, the cross sections look like those of class I.

9For a discussion of its metastable continuation, see Section 5.6.3.
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The development of the Tx cross sections with increasing pressure is
summarized in Figs 2.50 and 2.51:

l Cross section 1 is a typical diagram with a three-phase state connecting three
2-phase coexistence regions.

l With increasing pressure, one vapor–liquid region detaches from the ordi-
nate at x=1 and contracts, until it vanishes in the critical endpoint.

l In Section 3, the vapor–liquid coexistence region has merged with the
liquid–liquid region at lower temperatures. The coexistence region forms a
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waistline that shrinks to a point. This point is a hyperbolic minimum pressure
critical point [9].10

l Beyond the pressure minimum critical point, in section 4, one can see the
separate vapor–liquid and the liquid–liquid coexistence regions with their
corresponding critical points.

Typical representatives of this class are {carbon dioxide + squalane} and
{carbon dioxide + hexadecane} [18].

2.2.3.1 Variants of Class III: Monotonously Decreasing
Major Critical Curve

The regular class III phase diagram does not exhibit any extrema in the major
critical curve, as shown in Fig. 2.52. The px cross sections are topologically
identical to those of class IIIm. In the Tx cross sections, shown in Fig. 2.53, the
behavior at high pressures differs from that of class IIIm. Because there is no
minimum in the critical curve in class III, there is only one coexistence region
above the pressure of the critical endpoint.

Examples for this kind of behavior are the systems {methane + toluene} [19],
{ethane + N,N-dimethyl formamide}, or {carbon dioxide + water}.

2.2.3.2 Variants of Class III: Gas–Gas Equilibria
Further variants of class III are systems with so-called gas–gas equilibria. Their
pT phase diagrams are shown in Fig. 2.54. Here, the major critical curve runs

10This is the IUPAC nomenclature recommendation. In the literature, the point is sometimes called
“homogeneous double plait point” or “hypercritical point of the second kind.”
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from the critical point of the less volatile component to high temperatures and
high pressures (possibly through a temperature minimum) not to low tempera-
tures. The px sections shown in Figs 2.55 and 2.56 are similar to those of regular
class III, with the exception that the gas–gas equililibria systems have an open
two-phase region at high pressure, whereas in regular class III, it is closed at
some pressure by a critical point. This critical point is not present in gas–gas
equililibria systems because the critical curve maintains a positive slope (in the
pT projection).

There are two versions of gas–gas equilibria, namely the so-called first and
second kind. In the pT projection, the major critical curve of the latter type starts
at the critical point of the less volatile pure component with a negative slope
and passes through a temperature minimum. The first kind has a positive slope
everywhere. The corresponding px sections for the two versions are shown in
Fig. 2.56. The Tx sections are topologically the same as those of class III.

The name “gas–gas equilibrium” alludes to the fact that here a phase separa-
tion can occur even beyond the critical temperature of the heavier component.
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The phenomenon had been predicted already in 1906 by van Laar from the van
der Waals equation of state but was at that time believed to be an artifact of
the theory. The first experimental evidence of a gas–gas equilibrium was found
by Krichevsky and Tsiklis around 1942 for the system {nitrogen + ammonia}.
Nowadays, many other systems are known; For instance, helium shows gas–gas
equilibria with practically all other substances. The best-documented systems
are perhaps {helium + xenon} [20] for a first-kind and {neon + krypton} [21] for
a second-kind gas–gas equilibrium. Gas–gas equilibria can cause unexpected
problems during handling of helium- or hydrogen-containing gas mixtures.

2.2.3.3 Variants of Class III: Critical Curve with a Pressure and a
Temperature Minimum

This subclass combines the features of subclass IIIm and gas–gas equilibria of
the second kind: In the pT diagram, the major critical curve passes through a
pressure maximum and a pressure minimum as for class IIIm, but then it exhibits
a temperature minimum and approaches the jamming point with a positive slope
(cf. Fig. 5.9). The Tx and px cross sections are similar to those of class IIIm
(Figs 2.49–2.51), except that in the px sections at low temperatures and high
pressures an ll two-phase region appears, as shown in Fig. 2.42 or 2.56 (upper
curve D).11

This type of phase diagram is rather common. The examples are {tetrafluoro-
methane + alkane} for alkane carbon numbers of 4 and higher and {sulfur
hexafluoride + alkane} for alkane carbon numbers of 11 and higher [16].

2.2.3.4 Variants of Class III: Azeotropy and Heteroazeotropy
There are two variants of class III with azeotropic or heteroazeotropic behavior.
One of them, the regular azeotropic subclass, is similar to that of classes I and
II; it is called class III-A. A pT projection is shown in Fig. 2.57. Two major
differences to the regular class III exist, namely the three-phase curve is located
above the vapor pressure curve of the more volatile substance, and an azeotropic
curve lies at slightly higher pressures. The latter starts at an azeotropic endpoint
on the three-phase curve and ends in a critical azeotrope on the minor critical
curve.

The Tx cross section 1 in Fig. 2.58 at low pressure is the same as for the
regular class III. When the temperature is increased, the azeotrope appears at
the three-phase state, so that an azeotropic endpoint l(lg)az results. Dew and
bubble point curves meet here with zero slope. Beyond this endpoint, in cross
section 2, the vapor–liquid coexistence region at high mole fraction exhibits
an azeotrope. This coexistence region then detaches from the rest of the phase
diagram at a critical endpoint. In cross section 3, an l=g critical point exists,

11In the earlier literature, this two-phase region was sometimes called a “gas–gas equilibrium of the
third kind.” But the term “gas–gas” equilibrium should be reserved for cases where the high-pressure
part of the major critical curve comes close to Tc,2.
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which moves toward the azeotropic point with increasing pressure and finally
vanishes in a critical azeotropic point.

The sequence of px cross sections is similar but contains a liquid–liquid
immiscibility region at high pressures. In Figs 2.59 and 2.60, the development
via the appearance of the azeotrope at a three-phase state, the detachment of
the vapor–liquid region at the critical endpoint, and the approach to the critical
azeotropic point are summarized.
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Below the azeotropic endpoint, the px and Tx phase diagrams show het-
eroazeotropic behavior.

2.2.3.5 Variants of Class III: Heteroazeotropy
without Azeotropy

The second azeotropic class III phase behavior is the so-called heteroazeotropic
class III-H. The term “heteroazeotropy” has already been introduced in the
context of class II-A. Heteroazeotropic cross sections appear in some tempera-
ture and pressure ranges of classes II-A and III-A. Class III-H differs from these
classes by having no azeotropic states at all (Fig. 2.61). In contrast to the regular
class III, the three-phase curve is located above the vapor pressure curve of the
more volatile substance. The Tx and px cross sections, shown in Figs 2.62 and
2.63, respectively, can be obtained from those of class III-A straightforwardly
by omitting the azeotrope.

This subclass is technically important, for it includes many {water + alkane}
systems [22] (see Fig. 9.26).
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2.2.4 Class IV

Class IV phase diagrams can be obtained from class II by inserting a three-
phase curve that interrupts the vapor–liquid critical curve. An example for a pT
projection of class IV behavior is shown in Fig. 2.64. It contains three critical
endpoints and two 3-phase curves. One three-phase curve starts at the origin
of the diagram and ends in an upper critical endpoint at a liquid–liquid critical
curve running to infinite pressure. The second three-phase curve runs between
an upper and a lower critical endpoint. As will be shown in Chapter 9, the
two 3-phase curves are rather two pieces of one curve, which is interrupted
by the critical curve. Similar to the class III behavior, the critical curve starting
at the critical point of the less volatile substance changes from a vapor–liquid
to a liquid–liquid critical curve in the region where it interrupts the three-phase
curve. Due to the many features present in class IV phase behavior, it gives a
rich variety of cross sections.

As can be seen in Figs 2.65–2.67, the Tx cross sections look like those of
class II at low pressure (cross section 1). At higher pressures, the three-phase
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state llg vanishes and then reappears (from cross sections 1 to 2 and 2 to 3). At
the third critical endpoint, between cross sections 4 and 5 (Fig. 2.67), the three-
phase state vanishes again. The px cross sections shown in Fig. 2.68 exhibit a
similar sequence of the disappearing, the reappearing, and the final disappearing
of the three-phase state.

It should be noted that the lowest and the highest critical endpoints in
Fig. 2.64 are upper critical endpoints, whereas the middle endpoint is a lower
critical endpoint. The critical curve originating from this endpoint has – at least
in the beginning – the two-phase region on its right (high-temperature) side.
The critical points forming this curve are called lower critical solution points or
lower critical solution temperatures (LCST).

Fig. 2.69 shows the projections of the phase boundaries and critical curves
onto the Tx plane; this diagram can be constructed from Figs 2.65–2.67 by
marking the locations of critical points and three-phase states. Its most striking
feature is the S-shaped curve connecting the loci of the phases of three-phase
states. This S-shape is always found in the vicinity of “swallow tail” regions,
i.e., the regions where two critical curves cross in the pT projection and
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terminate at the ends (critical endpoints) of a three-phase curve. Swallow tails,
and therefore S-shaped critical-endpoint loci, also appear in some phase diagram
classes discussed below.

Experimental examples for this class are rare, as far as truly binary mixtures
are concerned; a known case is {methane + hexane} [23]. Class IV behavior
is often found for polymer systems. For instance, many {solvent + polystyrene}
mixtures belong to this class [24] (see Section 2.5).

2.2.5 Class V

Class V can be derived from other phase diagram classes in various ways:
one can simply remove the liquid–liquid critical curve from a class IV phase
diagram or introduce a three-phase curve into the critical curve of a class I
phase diagram. A schematic class V phase diagram is shown in Fig. 2.70. In
this particular case, the three-phase curve is relatively short and does not reach
temperatures below the critical temperature of the more volatile substance. The
corresponding cross sections are depicted in Figs 2.71 and 2.72. Similar as for
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FIGURE 2.74 Corresponding Tx cross
sections.

the pT diagram, the cross sections can be obtained from those of class IV by
removing the liquid–liquid phase equilibrium at low temperature and all related
transition states.

It is also possible that the three-phase curve of a class V systems has its
lower endpoint at a temperature below the critical temperature of component
1, as shown in Fig. 2.73. This leads to a different sequence of transition states
in the px cross sections, as shown in Fig. 2.74. Here, first, a three-phase state
appears at low pressure (cross section A), followed by the detachment of the
vapor–liquid phase equilibrium from the ordinate at x=1, i.e., at the critical
point of component 1. At higher temperatures, the cross sections of the two
class V variants are the same.

The mixtures of methane with some hexane isomers have been reported to
belong to class V [25].12

2.2.6 Class VI

Class VI phase behavior differs from the ones discussed before in one major fea-
ture, namely the existence of a closed-loop liquid–liquid immiscibility region
in the Tx cross sections. Closed vapor–liquid immiscibility regions are com-
monly found in binary phase diagrams, for example, of class I (cf. Fig. 2.18).
They always exist if an l=g critical curve exhibits a pressure maximum. In
class VI, however, the closed-loop coexistence curve surrounds a liquid–liquid
coexistence region.

12It is possible that some class V systems belong in fact to class IV, but their low-temperature l=l
critical curve was overlooked for technical reasons or is obscured by solidification.
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There are several variants of class VI. Figure 2.75 shows the most promi-
nent class VI phase diagram. It is a combination of a class I phase diagram
and a liquid–liquid critical curve having a pressure maximum. Both ends of this
critical curve lie at low pressure on the same three-phase curve. The px cross
sections (Fig. 2.77) do not exhibit special features besides the appearance and
vanishing of a regular liquid–liquid coexistence region at a lower and an upper
critical endpoint, respectively. The Tx cross section 2 in Fig. 2.76 shows the
liquid–liquid closed-loop immiscibility. Its domains ends at high temperature
in an upper critical solution point and at low temperature in a lower critical
solution point.

Three possible variants of class VI phase behavior are shown in Figs 2.78–
2.80. These subclasses have different numbers and connectivities of l=l critical
curves at low temperature: The phase diagram in Fig. 2.78 has an additional l=l
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FIGURE 2.75 Class VI phase diagram.
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FIGURE 2.76 Corresponding Tx cross
sections.
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FIGURE 2.77 Corresponding px cross
sections.
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FIGURE 2.78 Class VI phase diagram
with additional ll-critical curve at low
temperatures.
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FIGURE 2.79 Class VI phase diagram
with additional ll-critical curve at high
pressures.
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FIGURE 2.80 Class VI phase diagram with two ll-critical curves going to high pressures.

critical curve running to high pressures. In the phase diagram Fig. 2.79, there is
an additional U-shaped l=l critical curve at high pressures.

The class VI phase diagram shown in Fig. 2.80 can be understood as the
result of merging the minimum and the maximum of the liquid–liquid criti-
cal curves of Fig. 2.79, which creates a tube-like liquid–liquid immiscibility
region between two critical curves. For the latter case, the px and Tx sections
are shown in Figs 2.81 and 2.82, respectively. The px cross sections com-
prise the appearance and vanishing of a three-phase state, which is connected
to the appearance and vanishing of a liquid–liquid immiscibility region. At
some temperatures, this liquid–liquid immiscibility region merges with another
liquid–liquid immiscibility region located at high pressures (cross section B).
With increasing temperature, the two liquid–liquid immiscibility regions come
apart again, exactly at the temperature minimum of the critical curve between
section B and C in Fig. 2.80.

The “transitional” phase diagram between Figs 2.79 and 2.80 is one in which
the two critical curves just touch in a so-called a hypercritical point.

The Tx cross sections are essentially the same as for the regular class VI
(Fig. 2.75), but with one exception: at pressures above cross section 2 in
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FIGURE 2.81 Corresponding Tx cross
sections.
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FIGURE 2.82 Corresponding px cross
sections.

Fig. 2.75, the liquid–liquid immiscibility region vanishes in one point cor-
responding to the pressure maximum of the liquid–liquid critical curve in
Fig. 2.75, whereas it does not vanish in the case of Fig. 2.80.

2.2.7 Class VII

Classes VI and VII differ by an additional three-phase curve interrupting the
vapor–liquid critical curve. As shown in the pT projection, Fig. 2.83, the class
VII phase diagram contains two 3-phase curves that are basically two pieces
of one larger three-phase curve intersected by the critical curve. The result-
ing px cross sections depicted in Fig. 2.84 are combinations of the class VI
behavior at low temperatures (below cross section B) and class V behavior at
high temperatures (above cross section B). Similarly, the Tx sections shown in
Figs 2.85 and 2.86 are combinations of the class VI type closed-loop liquid–
liquid immiscibility with the liquid–liquid and liquid–gas phase equilibria of
class V.

For class VII, similar subclasses exist as for class VI. For example, in
Fig. 2.87, a class VII phase diagram with an additional l=l critical curve at low
temperatures is shown. In this phase diagram, five critical endpoints terminate
three 3-phase curves. Actually, the courses of the three-phase curves suggest
that they are three pieces of the same curve. This curve is interrupted two times
by a l=l critical curve.
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p Class VII

T

FIGURE 2.87 Class VII phase diagram with an additional l=l critical curve at low temperatures.

At this point, we have to point out that class VI was not part of the original
catalog of classes found by Scott and van Konynenburg [26]. It was added later
and is clearly a misnomer; its many variants are not merely subclasses, but differ
in the number and connectivity of the critical curves, and therefore should have
become classes of their own. Once the class VI had been established in the
literature, however, the discoverers of class VII and other classes had to accept
the numbering.

There are numerous experimental cases for closed-loop liquid–liquid immis-
cibility; the most famous probably being {nicotine + water} [27]. Schneider
found that the {D2O + 2-methylpyridine} system has a liquid–liquid immis-
cibility region at low pressure and one beyond 300 MPa, with a region of
complete miscibility in between [28, 29] (Fig. 2.79), whereas in the {D2O +
3-methylpyridine}, the two immiscibility regions have merged (Fig. 2.80).
{H2O + 3-methylpyridine} exhibits the high-pressure immiscibility region only.
Visak et al. [30] showed that for this system, the low-pressure demixing region
exists, too, but at negative pressures. By changing the H/D ratio or by adding
small amounts of salts, it was possible to achieve transitions between the various
subclasses. A summary of experimental evidence for closed-loop immicibility
regions was given by Schneider [31].

The possible existence of the low-temperature l=l critical curve in phase
diagrams of classes VI and VII had been predicted already by Boshkov
in 1987 [32]. Such a behavior was found experimentally for mixtures of
trichloromethane and the ionic liquid [Cnmim][Ntf2] [33].

Shifting the critical curves in Fig. 2.87 toward higher pressures and above
the three-phase curve leads to class IIIm phase diagram with a pressure max-
imum in the liquid–liquid equilibrium region (see Fig. 2.88). An example for
such a system is {butan-2-ol + water}, which was reported by Schneider [31].
This discovery supports the view that class VII is the result of a “collision” of
a wriggling class III critical curve with a three-phase curve and that the l=l
critical curves of a class VII phase diagram are parts of a single critical curve.

The problem with all these experiments is, however, that they cannot distin-
guish between class VI and class VII. Such a distinction can only be based on
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FIGURE 2.88 Class III phase diagram with two pressure maxima.
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FIGURE 2.89 Class VIII phase diagram. The labels α and β are meant to facilitate the
identification of the critical points in the Figs 2.90 and 2.91.

the behavior of the l=g critical curves of these systems, which has never been
studied yet. But many of the experimentally known class VI systems are highly
asymmetric mixtures, and for these, an uninterrupted l=g critical curve seems
unlikely.

2.2.8 Class VIII

Although there are many more classes of binary phase behavior in theory, we
list here only one more class, because experimental evidence has been found for
it [34], i.e., class VIII, which may be constructed from class V by moving the
maximum of the l=g critical curve to infinite pressure. Figure 2.89 shows that
in class VIII diagrams, there exist a high-temperature critical curve similar to
that of the gas–gas equilibrium subclass and an l=l critical curve that also runs
to high pressures. This l=l critical curve lies at relatively high temperatures,
usually above the critical temperature of the volatile component. It ends in a
critical endpoint on a three-phase curve, which in turn is connected to the short
l=g critical curve originating from the critical point of the volatile component.

The Tx and px cross sections shown in Figs 2.90 and 2.91, respectively, are
combinations of cross sections known from other phase diagram types. For their
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FIGURE 2.91 Corresponding px cross
sections.

construction, it is important to remember that the l=l critical curve of class VIII
is a curve of lower critical points.

2.3 RATIONAL NOMENCLATURE OF PHASE DIAGRAM
CLASSES

The nomenclature for the phase diagram classes used in the previous sec-
tion goes back to van Konynenburg and Scott, who simply assigned Roman
numerals to the classes in the order of their discovery.13 The main classes are
determined by the topology of the critical curves. Special features, such as
azeotropy, are indicated by tags such as “–A.” Although this historically grown
nomenclature is still widely used, it has turned out to be inefficient for sev-
eral reasons. So it is not clear which features set apart main classes; e.g., the
appearance of a liquid–liquid immiscibility distinguishes class II from class I,
or class IV from class V, but for classes VI and VII, it creates new subclasses
only (cf. Figs 2.75 and 2.78–2.80). The old nomenclature cannot distinguish
these subclasses.

Furthermore, systematic theoretical studies of phase diagram classes (see
Chapter 9) revealed the existence of many more classes. These were handled
by adding tags like “*” or “**” to the class number, which are clearly not very
descriptive.

13Van Konynenburg’s Ph.D. thesis lists classes I–V only, plus their azeotropic and heteroazeotropic
subclasses. Class VI was added later.
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In contrast to this, the rational nomenclature of Bolz et al. [9] is based on the
connectivity of the critical curves. Hence, the pT projection of a binary phase
diagram can be deduced directly from its rational class symbol. Such a symbol
is constructed in four steps:

1. We observe that critical curves sometimes form sequences, i.e., a criti-
cal curve ends in a critical endpoint on a three-phase curve, and this runs
to another endpoint. Here, a second critical curve starts, which then runs
to another critical endpoint, etc. We define the count of a critical curve
sequence as the number of critical curves in it. An uninterrupted critical
curve has the segment count 1.
The critical points of the pure components are always starting points of
critical curve sequences. First, the critical curve sequence originating at
the critical point of the substance with the higher critical temperature is
considered. It can run toward the following targets:

P – The critical point of the other pure component
C – A compact state at infinite pressure, the so-called jamming point
Z – A critical endpoint on a three-phase curve running to absolute zero
Q – A critical endpoint on a three-phase curve running to a liquid–liquid–

liquid–vapor quadruple point

The first part of the rational class symbol is the segment count with the
target as a superscript, as illustrated in Fig. 2.92. For example, class I is
1P (Fig. 2.18) in the rational nomenclature, and class V is 2P (Fig. 2.70),
because here the critical curve is interrupted by a three-phase curve.

2. The second part of the rational class symbol describes the connectivity of
the critical curve sequence starting at the critical point of the substance with
the lower critical temperature in the same fashion as the first part. It can be

p
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T

l
1P
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T

n

p

T

1C

1Z

FIGURE 2.92 The rational nomenclature of fluid-phase diagrams: schematic representation of the
major critical-curve sequences and types. See the text for explanations.
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omitted if this critical point is reached by a sequence of critical curves from
the other critical point, so that the sequence has been considered already.

3. For critical curves that do not originate from a pure-component critical
point, the following symbols are introduced, which are meant to graphically
represent their shapes:

l – A critical curve starting at an endpoint and running to a compact state
or jamming point at infinite pressure (In real systems, solidification
takes place before this state can be reached.)

n – A critical curve with a pressure maximum and two critical endpoints
u – A critical curve with a pressure minimum, coming from and running

to compact states
o – A closed-loop critical curve

These symbols are given in the order of decreasing temperature. If necessary,
the formation of sequences can be indicated with parentheses.

4. Special features are indicated by the following symbols:

A – Azeotropic behavior
H – Heteroazeotropic behavior
M – Pressure maxima, their number is specified by a superscript
Q – Presence of a quadruple point
W – Pressure minima, their number is specified by a superscript

The symbols follow the critical curve descriptor to which they belong.

These are the main elements of the rational nomenclature, which can, in prin-
ciple, describe all known fluid-phase diagrams. If necessary, it can be extended,
e.g., to account for the presence of solid phases.

The advantage of the rational nomenclature can be demonstrated with the
various subclasses of class VI as mentioned above. The plain class VI, as shown
in Fig. 2.75, has an l=g critical curve that starts from the critical point of the less
volatile component and runs to the critical point of the other component without
interruption. This curve is represented in the class symbol by 1P. The l=l critical
curve terminates at two critical endpoints; hence, it is represented by n. The total
rational name is, therefore, 1Pn. The class VI phase diagram shown in Fig. 2.78
is named 1Pnl, because it contains an additional l=l critical curve running to the
compact state, or jamming point, at high pressure. The naming of the other two
class VI variants is straightforward: the phase diagram shown in Fig. 2.79 is
classified as 1Pnu, and the one in Fig. 2.80 as 1Pll or, more precisely, as 1P(ll).
In the latter example, the parentheses indicate that the two l critical curves form
a sequence.

This application of the rational nomenclature to “class VI” is one example
of many showing that it is descriptive and much more useful for the discussion
and accurate representation of a specific phase behavior. In Table 2.1, the new
names are given for the phase diagram classes from the previous section.
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TABLE 2.1 Translation Table Between the Old and the
Rational Nomenclature of Phase Diagram Classes

Old New Figure

I 1P 2.18

I 1P , 1P MW 2.21

I-A 1P A 2.23

II-A 1P Al 2.43

III 1C 1Z 2.52

IIIm 1C 1Z , 1C W1Z 2.48

III-A 1C 1Z A 2.57

III-H 1C 1Z H 2.61

IV 2P l 2.64

V 2P 2.70

VI 1P n 2.75

VI 1P nl 2.78

VI 1P nu 2.79

VI 1P ll , 1P (ll ) 2.80

VII 2P n 2.83

VII 2P nl 2.87

VIII 1C 2C 2.89

Finally, we wish to point out that the rational nomenclature resolves a prob-
lem of experimentalists: A phase diagram class symbol can be assigned to a
mixture only after the mixtures has been studied at all possible temperatures and
pressures. But the meaning of “all possible” evidently depends on the available
technology and resources. If a mixture is found to have an uninterrupted l=g
critical curve and therefore classified as “I,” but later a liquid–liquid immis-
cibility is discovered at low temperatures, the former classification is proven
wrong and must be changed to “II.”

With the rational nomenclature, however, the first classification is 1P, and
the discovery of the low-temperature demixing turns this into 1Pl, thus showing
the older work to be not wrong but merely incomplete.
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2.4 TERNARY PHASE DIAGRAMS

Many aspects of the fluid-phase behavior of multicomponent mixtures can
be related to the phase behavior of binary systems. In technical applications,
real multicomponent systems are often quantitatively modeled as quasi-binary
systems by means of pseudocomponents (see Section 8.10.2).

However, in many applications, it is necessary to go beyond binary systems.
Examples are extractions, where a substance is distributed between two phases
having different compositions of two solvents, rectifications with an entrainer,
or oil–water–surfactant systems. Here, the mixtures in question must be treated
as (at least) ternary systems.

A ternary system consists of three binary subsystems, of which each can
belong to one of the binary phase diagram classes listed above. The resulting
number of ternary phase diagram classes is staggering. Listing them all would
go beyond the scope of this book. Instead, it is our intention to give the reader
the tools to read and construct ternary phase diagrams for a specific case than
discussing all possible cases.

This section focuses on cross sections, mainly isothermal–isobaric ones. As
for binary systems, solid phases are omitted here, too. For further informa-
tion on ternary phase diagrams, the reader is referred to the literature, e.g., an
overview on 464 CO2-containing ternary systems with liquid–liquid immiscibil-
ity has been published by Francis [35, 36] and a study of ternary phase diagrams
including solid phases by Valyashko [37].

For the discussion of ternary phase behavior, it is important to have adequate
graphical presentations. The additional mole fraction requires an additional
coordinate. The most commonly employed graphical representation is the Gibbs
phase triangle. In this equilateral triangle, the corners represent the pure compo-
nents. The mole fractions correspond to ratios of the distances from the edges to
the height of the triangle. For each component, the mole fraction can, therefore,
vary between 1 (on its corner) and 0 (on the opposite edge), but the sum of all
mole fractions cannot exceed 1. Fig. 2.93 shows an example.

xB

xC

xA

A C

B

FIGURE 2.93 Composition of a mixture in ternary Gibbs phase triangle. The composition of the
marked mixture is xA=0.2, xB=0.3, and xC=0.5.
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A C

B

FIGURE 2.94 Isothermal–isobaric section of a ternary phase diagram with one partially immisci-
ble subsystem. D: ternary critical point; grey lines: connodes.

2.4.1 One Immiscible Binary Subsystem

The simplest possible ternary cross section14 is obtained for a system con-
sisting of two miscible binary subsystems and one having a miscibility
gap.15 The resulting ternary phase diagram is shown in Fig. 2.94. The two-
phase region of the subsystem {A + C} extends from the edge into the Gibbs
triangle. It shrinks and finally vanishes with increasing concentration of sub-
stance B, because the other two subsystems {A + B} and {B + C} are completely
miscible. The system {water + phenol + methanol} exhibits such behavior at
ambient pressure and temperature [38].

The connodes, the lines connecting two coexisting phases in this diagram,
are usually not parallel. They shrink with increasing distance from the edge;
finally, they attain zero length at the ternary critical point. In principle, the criti-
cal point may be anywhere along the coexistence curve. Its position depends on
the symmetry of the interactions of the three components.

2.4.2 Two Immiscible Binary Subsystems

In case of two immiscible binary subsystems, there are several options for the
phase behavior. First, a simple juxtaposition of two 2-phase areas leads to the
Gibbs triangle as shown in Fig. 2.95. This kind of behavior has been found for
the system {methyl phthalate + heptane + carbon dioxide} [35].

The sizes and shapes of the two-phase regions change with temperature and
pressure. It can happen that the two 2-phase areas “collide.” In such a case, the
two ternary critical points meet in one point, as shown in Fig. 2.96. A further
shift of temperature or pressure then lets the two 2-phase regions merge into a
band (Fig. 2.97). In this case, the connodes have to change continuously from
the connodes of the subsystem {A + C} to those of the subsystem {A + B}.

14Aside from a completely miscible system.
15Or having a vapor–liquid phase separation. We do not distinguish between lg and ll phase equi-
libria in this section.
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FIGURE 2.95 Cross section of a ternary phase diagram with two partially immiscible subsystems.
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FIGURE 2.96 Cross section of a ternary phase diagram with two partially immiscible subsystems,
with the two-phase regions touching at their critical points.

A C

B

FIGURE 2.97 Cross section of a ternary phase diagram with two partially immiscible subsystems,
with the two-phase regions forming a continuous band.

Of course, the actual shape of the two-phase region may look different for
real systems; it may, e.g., not be as curvy as the contour depicted in Fig. 2.97.
An example for this kind of phase diagram topology is the system {1-chloro-2-
hydroxy-ethane + heptane + carbon dioxide} [35].

There is another ternary phase diagram type with two immiscible subsystems
that contains a three-phase region (Fig. 2.98). This region implies the existence
of an additional two-phase region, which is oriented toward the {B + C} sub-
system and terminates in a ternary critical point. The three-phase triangle in the
center of the cross section is discussed below.

2.4.3 Three Immiscible Binary Subsystems

Finally, it is possible to have three immiscible binary subsystems. In this case,
there are again several topological options for the ternary phase diagrams. The
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A C

B

FIGURE 2.98 Cross section of a ternary phase diagram with two partially immiscible subsystems,
with a three-phase region (shaded area) and an additional two-phase region terminated by a critical
point.

A C

B

FIGURE 2.99 Cross section of a ternary phase diagram with three partially immiscible
subsystems.

A C

B

FIGURE 2.100 Cross section of a ternary phase diagram with three partially immiscible subsys-
tems, with two 2-phase regions merged into a band.

first is again a simple juxtaposition of three 3-phase areas that are not connected
to each other (Fig. 2.99). The second option is a phase diagram with two con-
nected two-phase areas (a band) and one unconnected, as shown in Fig. 2.100.
Finally, if all three 2-phase areas are connected, a three-phase triangle appears
somewhere inside the phase diagram (Fig. 2.101). At ambient conditions,
the system {perfluoro-tributylamine + nitroethene + 2,2,4-trimethylpentane}
exhibits such a phase behavior with three-phase coexistence [36].

2.4.4 No Immiscible Binary Subsystems

If none of the three subsystems exhibits an immiscibility, the ternary system is
usually completely miscible. But “usually” is not the same as “always”: it is
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A C

B

FIGURE 2.101 Cross section of a ternary phase diagram with three partially immiscible subsys-
tems, with a three-phase region in the center (shaded area).

A C

B

FIGURE 2.102 Closed-loop coexistence curve in an isothermal–isobaric cross section of a ternary
phase diagram.

α

β

γ
A C

B

FIGURE 2.103 Illustration of the lever rule in ternary phase diagrams. In the two-phase regions,
the lever rule for binary systems, Eq. (2.11), is valid. In the three-phase region, the system
decomposes into three phases represented by its corners.

possible – depending on the interactions between the three components – that
a two-phase immiscibility region appears within the Gibbs triangle, which has
no connection to the border systems. Such a case is depicted in Fig. 2.102. This
system exhibits a closed coexistence curve with two ternary critical points.
An example for such mixture is the system {heptane + o-toluidine + acetic
acid} [36].

2.4.5 The Ternary Lever Rule

Fig. 2.103 illustrates the separation of a mixture with an overall composition
inside the triangular three-phase region: the mixture decomposes into three
phases that are represented in the diagram by the corners of the triangle. The
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amounts of these phases for a given overall composition can be calculated with
an extension of the lever rule, Eq. (2.11), to three-phase equilibrium16:

n′(x′i−xi)+n′′(x′′i −xi)+n′′′(x′′′i −xi)=0 i=1,2,3 (2.15)

Again, the mechanical analogy is evident: The “weights” attached to the corners
of the three-phase triangle, n′, n′′, and n′′′, must be chosen in such a way that Ex
is its center of gravity.

2.4.6 Three-Dimensional Representations

The Gibbs triangles discussed so far are cross sections of the total ternary phase
diagrams at constant pressure and constant temperature. As the contours and
sizes of the two-phase and three-phase regions in these cross sections depend
on temperature and pressure, and can even undergo drastic changes of topology,
it is often important to look at the evolution of the Gibbs triangles with these
variables. Because the graphical representation of both temperature and pres-
sure is rather difficult, usually isothermal or isobaric ternary phase prisms are
depicted.

Figure 2.104 shows an isobaric prism for a system that changes with increas-
ing temperature from cross sections with two immiscible subsystems to cross
sections with one immiscible subsystem. The band connecting the two-phase
regions at low temperature disintegrates at higher temperatures into two separate
two-phase regions. If the temperature is increased further, one of the two-phase
regions shrinks to a point at the prism face belonging to the {A + C} subsystem.
This point is actually a binary critical point of this subsystem. Above this tem-
perature, only one two-phase region exists, which finally vanishes at a binary
critical point of the {A + B} subsystem.

The curve connecting the ternary critical points in the phase prism is the
ternary critical curve; it is a (one-dimensional) curve in this isobaric cross sec-
tion of the total ternary phase diagram. In the full pTx1x2 representation of the
ternary phase behavior, this curve is an element of a critical surface.

The ternary critical curve is usually not a straight line; instead, it is often
found to “sag,” or even to have a minimum. The practical consequence is that
even if two mixtures {A + B} and {A + C} show a phase separation, {A + B +
C} may be miscible. This phenomenon is called cosolvency effect [39].

2.4.7 Miscibility Windows and Cosolvency

As stated above already, the number of ternary phase diagram classes that can
be obtained merely by combining three binary phase diagram classes is large.
Herein, we will discuss only one subclass of ternary mixtures, for which some
systematic work has been done, namely quasi-binary mixtures.

16See Problem 2.
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A C

B

T

FIGURE 2.104 Isobaric phase prism showing the influence of the temperature on the ternary
phase behavior. · · · : ternary critical curve.

With this term, we denote ternary mixtures, of which two components are
very similar, {A + B1 + B2}; in particular, the subsystems {A + B1} and {A
+ B2} must belong to the same binary phase diagram class or at least similar
classes.17

For such systems, another kind of graphical representation of the phase
behavior has been found useful, namely the phase cube. This is a three-
dimensional representation in pTx∗ space, where x∗ is a reduced mole fraction
reflecting the amounts of the B1 and B2 components only:

x∗=
xB1

xB1+xB2

. (2.16)

Two opposite faces of the cube contain the binary pT phase diagrams of the
subsystems {A + B1} and {A + B2}.

Then the ternary critical surfaces can be constructed by connecting the
binary critical curves of one subsystem with their partner curves in the other
subsystem. An example is shown in Fig. 2.105.

It should be noted, however, that ternary critical surfaces are usually not
planar, and this can lead to some interesting (and sometimes surprising) effects.
An example is the system {carbon dioxide + docosane + tetradecanoic acid}
[39]: docosane and tetradecanoic acid are fully miscible; the other two sub-
systems belong to class IIIm (1CW1Z). Because of the cosolvency effect, the

17More accurately: neighbor classes in the global phase diagram (see Section 9).
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p

T

FIGURE 2.105 Ternary phase cube for a system with two class IIIm and one class I subsystems
(after [40]). The isobaric and isochoric cross sections (dotted loops) indicate miscibility windows.

A C

B

T

FIGURE 2.106 Ternary phase prism for a system with a miscibility window (after [40]). :
phase boundaries of binary subsystems; · · · : critical curve, border of the miscibility window. The
dotted arrow indicates the cosolvency effect. The bold arrow indicates a path through the triangle
without phase separation.

addition of a small amount of tetradecanoic acid to docosane enhances the mis-
cibility with carbon dioxide. In this specific ternary mixture, the cosolvency
effect can be smaller at lower or higher temperatures. This situation is illus-
trated in Fig. 2.105: In the phase cube, the ternary critical surface resembles
a chair. Because of the cosolvency effect, the “seat” of the chair has got a pres-
sure minimum. Consequently, isobaric cross sections of the cube just above this
minimum contain a closed loop of a critical curve that encloses a one-phase
region. Such a loop is called a miscibility window.

Likewise, it is possible to have temperature minima in the “back” of the
chair-like critical surface. These lead to isothermal miscibility windows.

Fig. 2.106 shows the formation of miscibility window at constant pressure
in a phase prism. At high and low temperatures, there is a band-like two-phase
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region. The cosolvency effect makes this band contract and eventually come
apart at intermediate temperatures. The two separate two-phase regions termi-
nate in critical points; the locus of all these critical points is an oval critical loop,
the miscibility window. Through this window, it is possible to traverse a phase
triangle without a phase separation.

Miscibility windows can be of practical importance: Just by changing the
composition, i.e., adding a substance, one can transform an immiscible system
to a miscible system. It is also possible to enhance the miscibility by entering a
miscibility window.

The opposite phenomenon, the appearing of an immiscibility region in a
quasi-binary system where the binary subsystems are all miscible, can occur,
too; it is called a miscibility island [39].

A more detailed discussion of the shapes of ternary critical surfaces and
especially of the phase behavior of quasi-binary systems will be given in
Chapter 9.

2.5 PHASE DIAGRAMS OF POLYMER SOLUTIONS

Polymer solutions are a rather special case for three reasons: First, polymers
are usually polydisperse, i.e., mixtures of chemically similar chain molecules
with a range of molar masses. A solution of a polymer in a (pure) solvent of
low molar mass is, therefore, not really a binary mixture, but at best a quasi-
binary mixture. Second, polymer solutions are very asymmetric mixtures. This
has direct consequences for the phase diagrams. The phase equilibrium regions,
e.g., are very asymmetric having a critical point at a very low polymer mole
fraction. Third, polymer solutions are often rather viscous. Phase separations,
which take place on the millisecond scale in ordinary mixtures, may now require
minutes or hours. Consequently, metastable states may be important for polymer
systems and should be included in phase diagrams.

Fig. 2.107 shows some schematic Tx cross sections for polymer solutions
where the polymers are assumed to be monodisperse. Depending on the system,
a liquid–liquid immiscibility can occur at low as well as high temperatures. The
immiscibility regions vanish at the upper critical solution temperature (UCST)
or the lower critical solution temperature (LCST).

Figure 2.107 also shows the influence of the molar mass of the polymer:
the longer the polymer chains, the more asymmetric the immiscibility region
becomes. An increase of the chain length shifts the UCST and LCST to lower
polymer mole fractions. At the same time, usually the miscibility decreases, and
hence, the UCST and the LCST move closer toward each other. Whether the two
critical points merge at some high molar mass of the polymer or not depends on
the interactions between the polymer and the solvent molecules. In the limit of
infinite polymer mass, the UCST or the LCST converges against a tricritical
point at xpoly=0, which is also called a 2 point [41].
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T

xpoly

LCST

UCST

FIGURE 2.107 Tx cross sections of polymer solutions in a low-molecular solvent for different
molar mass of the polymer. The molar mass increases in the direction of the arrows.

For the description of the phase behavior of polymer solutions, it is com-
mon to use volume fractions rather than mole fractions. These can be defined in
various ways, e.g.,

ϕi=
niNseg,i∑
k nkNseg,k

, (2.17)

where nk denotes the amount of substance of species k and Nseg,k its number of
segments; for the solvent, Nseg,1=1.18 The experimental definition of volume
fractions is based on the mass, the mass density of the pure polymer, dpoly, and
the volume of the solution,

ϕpoly=
mpoly

dpolyV
. (2.18)

The plots of phase envelopes against volume fractions appear less asymmetric
than plots against mole fractions, and this is perhaps a practical reason for using
volume fractions. As polymers tend to be very large molecules, mole fractions
and volume fractions differ very much.

Often only the liquid–liquid immiscibility region is shown for polymer solu-
tions. This is usually sufficient, because the liquid–liquid equilibria dominate
the phase behavior. A detailed view can be deduced from the general phase dia-
grams of class IV or IIIm. In Fig. 2.108, a partial class IV diagram is shown in
the region of the vapor pressure curve of the solvent [42]. Typically, polymers
have very low vapor pressures and very high critical temperatures (depending
on their molar masses). In fact, their critical points are often hypothetical only,
because they decompose before the critical temperature is reached.

18More accurately: This equation defines a segment fraction in the context of a lattice model like
the Flory–Huggins theory, which is then interpreted as a volume fraction.
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FIGURE 2.108 Schematic phase diagram of a polymer solution in the vicinity of the solvent vapor
pressure curve [42] .
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FIGURE 2.109 Corresponding Tx cross sections [42].

Between the two liquid–liquid immiscibility regions (ll), a fluid region (f)
of complete miscibility is located. The detailed Tx cross section 1 in Fig. 2.109
reveals the existence of a very small vapor–liquid two-phase region close to the
solvent vapor pressure. Cross section 2 shows the phase diagram at a pressure
between the two critical endpoints. In this situation, the coexistence region at
high temperature is a vapor–liquid coexistence region. With increasing pressure,
the liquid–liquid region reappears at the lower critical endpoint of the short
three-phase curve.

Figure 2.110 shows the two classes IV and IIIm in the context of polymer–
solvent systems. While the main critical curve of class IIIm has a minimum
and does not intersect the three-phase curve, the critical curve of class IV
runs to such low pressures that it interferes with the three-phase curve. As a
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FIGURE 2.110 Class IV and class III phase behavior of polymer solutions [42] .

consequence, in the Tx cross section, the LCST and the UCST merge with
decreasing pressure for class IIIm, whereas for class IV, the LCST and the UCST
still exist separately at the vapor pressure of the solvent. Actually, the UCST at
the vapor pressure of the solvent is very close to the upper critical endpoint
(UCEP). Similarly, the LCST at the vapor pressure of the solvent is very close
to the lower critical endpoint (LCEP).

Continuous transitions from class IV to III behavior could be achieved
experimentally for {solvent + polystyrene}mixtures by varying the chain length
[43].

As mentioned above, polymers usually do not have a single, well-defined
molar mass but rather a molar mass distribution. This polydispersity is related
to the reaction kinetics of the polymerization process. The growth of polymer
chains by, e.g., a radical mechanism can be terminated any time during the
reaction and therefore does not depend on the length of a polymer chain or
its molecular mass. The resulting polymer consists of relatively few, but rather
long chain molecules with a characteristic chain length distribution, whereas
polymers obtained by a polycondensation mechanism tend to consist of more,
but shorter chain molecules.

The effect of polydispersity on the phase behavior can be best explained
by treating the polymer as a mixture of two well-defined components with
slightly different chain lengths. Together with the solvent, a ternary system is
thus formed. Its liquid–liquid immiscibility region can be represented in a Gibbs
triangle. In the quasi-binary approximation, the ratio of the two polymers is con-
stant; hence, the locus of the polymer solution in the Gibbs triangle is a straight
line from the corner of the pure solvent to the opposite edge.

In the Tx1x2 Gibbs prism, this line expands to a plane intersecting the
(now three-dimensional) two-phase region. The resulting contour, the quasi--
binary cross section, is called cloud point curve (cpc). The maximum of this
cloud point curve is not necessarily a critical point but usually lies at a some-
what higher temperature, as can be seen in Fig. 2.111; it is called precipitation
threshold.

For a state on the cloud point curve, the coexisting equilibrium phase is not
on the cloud point curve, too, because in a ternary mixture, the connodes may
have arbitrary directions. Instead, the locus of the coexisting phases is another
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FIGURE 2.111 Phase prism for a system consisting of two polymers (mimicking a polydisperse
system) and one solvent. Grey plane: quasi-binary section for a fixed mass ratio of the two polymers;

: cloud point curve (cpc), intersection of this plane with the phase envelope; : shadow
curve (sc), locus of phases in equilibrium with those on the cloud point curve; D: ternary critical
point (after [44]).
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FIGURE 2.112 Cross section at fixed polymer mass ratio through the phase prism in Fig. 2.111.
: cloud point curve (cpc); : shadow curve (sc); D: ternary critical point; xpoly: total

polymer mole fraction.

curve, the so-called shadow curve, which is outside the quasi-binary cross sec-
tion through the Gibbs prism and not accessible experimentally. Figure 2.112
shows its projection onto the quasi-binary cross section.

With decreasing polydispersity, the cloud point curve and the shadow curve
approach each other, and the precipitation threshold approaches the critical
point.

In real polymer mixtures, the cloud point curve can have a more compli-
cated shape. It is possible, for instance, for this curve to have two maxima
[45, 46].
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2.6 PROBLEMS

1. Consider a vessel containing gaseous ammonia, gaseous hydrogen chlo-
ride, and solid ammonium chloride. How many thermodynamic degrees of
freedom does the system have? Does it matter whether the gas phase inside
the vessel is prepared by mixing the two pure gases or by heating an amount
of ammonium chloride? Does it matter that chlorine is a mixture of two
isotopes, 35Cl and 37Cl?

2. Extend the lever rule, Eq. (2.11), to an N-component system in a k-phase
equilibrium (k=2, . . .N)!

3. Can this phase diagram be correct? (see Section 5.5.6)

p

T

4. Consider two class I binary mixtures of the most common type, i.e., with
a pressure maximum along the critical curve (and no other complications),
where in one case component 1 has the lower critical pressure, in the other
case component 2. Do the px and Tx phase diagrams of these systems have
qualitatively different shapes?

5. Construct some isopleths for the azeotropic phase diagrams shown in
Figs 2.23 and 2.26; compare them with the isopleths of a nonazeotropic
class I mixture.

6. Is it possible for a class II system to have its critical endpoint at a higher
temperature than the critical temperature of the more volatile component?
Construct possible cross sections.

7. Construct the px and Tx cross sections for a class II-A system where the
vapor–liquid critical curve has a temperature minimum.
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Chapter 3

Experimental Observation of
Phase Equilibria

This book focuses on the interpretation and calculation of fluid phase diagrams. It would
be incomplete, however, without at least a short overview of the experimental methods.
The choice of the experimental method is one of the factors that determine the accuracy
and the reliability of the experimental data.

This may seem like a trivial statement, but one must keep in mind that there is no
experimental method that is always superior to all others; instead, all methods have
their merits, but also their blind spots.

The ultimate goal of phase diagram calculations is the prediction of diagrams within
the experimental uncertainty. Evidently, it is advisable to know what the experimental
uncertainty is!

3.1 WARNING

Before fitting parameters of an equation of state to a set of experimental data or
optimising such an equation, one should check whether the data are worth the
effort.

This advice might sound provoking and, in a book on computational meth-
ods, perhaps even inappropriate, for theories and computational methods should
strive to match the experimental data, but not the data the theories. Still, one
must not forget that experimental data are usually not exact, but have an
uncertainty.

Modern electronic devices can produce accurate temperature and pressure
readings in a fraction of a second where, only a few decades ago, scientists
had to work with cumbersome compensation circuitry and manually switched
resistor arrays. But there is one aspect where electronics does not help, and
where the “stone age” is still present: sample purity. Chemical analysis and
purification still require time, effort, and chemical knowledge.

If an experimental publication contains a statement like “compound X
was purchased from supplier Y with 99% purity and used as delivered”, the

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00003-7
Copyright © 2012 Elsevier BV. All rights reserved. 73
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reported data should not be trusted, unless it has been demonstrated that the 1%
impurities will not significantly interfere with the experiment. For example, the
presence of 1 mole-% 4-methylpentanol in hexanol would probably not affect
the vapor–liquid equilibria of the system {hexane + hexanol} significantly,1 but
the presence of 1% water would.

3.2 OVERVIEW

In most cases the main experimental problem is not the determination of
pressure or temperature, but the determination of phase compositions or concen-
trations of the equilibrium phases. Two main classes of experimental methods
can be distinguished: analytical methods measure the compositions of the
equilibrium phases, whereas synthetic methods work with samples of known
(predetermined) compositions.

A further distinction can be made between true equilibrium methods and
transient techniques. The latter do not establish a true phase equilibrium,
but achieve it approximately. The approximation, however, can be good, and
transient methods may have some practical advantages over true equilibrium
methods for some applications.

Here, only a superficial overview can be given. Interested readers should
look up the bibliography of Dohrn et al. [47], which contains not only refer-
ences to experimental data, but also a classification scheme for experimental
techniques. Furthermore, another excellent overview over experimental tech-
niques – not only for phase equilibria – can be found in the IUPAC monograph
series on experimental thermodynamics [48, 49]. A recent publication of Richon
[50] not only shows some advanced experimental equipment for the determina-
tion of phase equilibria, but also contains some thoughts about the importance
of experiments that are worthwhile reading.

3.3 SYNTHETIC METHODS

Synthetic methods circumvent the problem of measuring the composition of
coexisting phases by preparing samples of known composition and then bring-
ing about a phase separation by varying pressure or temperature. A (p,T)
combination at which the phase separation just sets in is evidently a point on
the phase envelope at the fixed composition, i.e., the synthetic methods pri-
marily yield isopleths. Isothermal or isobaric phase diagrams have then to be
constructed from a set of isopleths by making cross sections at T= const or
p= const, respectively (see Fig. 3.1).

Synthetic methods are more or less restricted to binary mixtures, because
only here points on the phase envelope with the same pressure and temperature

1. . . but would have a strong effect on viscosity!



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: Ch03-9780444563477” — 2011/12/21 — 16:53 — page 75 — #3

3.3 | Synthetic Methods 75

p

T

Isobar

Isotherm

T

p

a

c

b

d

a
cb

d

a

c
b

d

x

x

FIGURE 3.1 Construction of isothermal or isobaric phase diagrams from a set of isopleths with
different compositions.

must be in equilibrium. For multicomponent mixtures, it would not be possible
to determine the composition of the phase coexisting with the fixed phase.

The typical setup for the synthetic method is shown in Fig. 3.2. The cen-
tral piece is a pressure vessel equipped with temperature and pressure controls
as well as a stirrer. The vessel can be transparent (e.g., made from synthetic
sapphire) or equipped with windows to permit optical detection of the phase
separation. For turbid or colored mixtures, detection can be made by photometry
at a suitable wavelength or by light scattering.

The reliability of the synthetic method depends on the ability to determine
the onset of phase separation. Lowering the pressure by a small amount for
mixture (c) in Fig. 3.1 would, because of the lever rule, result in nearly equal
amounts of the coexisting phases, and consequently the phase separation would
be easy to see. Lowering the pressure for mixture (d) would result in a very
small amount of one of the phases. According to Murphy’s Laws, this small
amount of phase would probably form a thin film on the walls or a droplet in
a corner of the vessel, which could easily escape detection. In other words: the
phase separation would be detected deeper inside the two-phase region only,
where the amount of the newly formed phase is large enough to be seen.

The systematic pressure error can be estimated from the lever rule Eq. (2.11):
very close to the phase boundary, the lever of the majority phase, xi−x′i, can
be approximated by δp/(dp/dx1), the ratio of the pressure error and the slope
of the phase boundary. On the right hand side of the lever rule, there is n′′,
the minimum amount of the newly formed phase that can be detected, and its
lever, x′′i −xi, which has a value between 0 and 1. Then, the lever rule can be
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FIGURE 3.2 Schematic representation of an apparatus for the determination of fluid phase equi-
libria with the synthetic method. (1) Sample space, (2) pressure vessel, (3) heater, (4) piston,
(5) stirrer, (6) manometer, (7) thermometer, and (8) valves.

rearranged to yield

δp≤
n′′

n′
dp

dx1
. (3.1)

Consequently, the systematic pressure error of the synthetic method is very
small in the vicinity of critical points, but can get rather large when the phase
boundaries are very steep.

If the coexisting phases have the same refraction indices, the synthetic
method with optical detection cannot be applied.

An important variant of the synthetic method is the isochoric technique.
Here, a sample of known overall composition is placed in a vessel with con-
stant volume, and the pressure is recorded as a function of temperature. A phase
transition can be recognized from a change of the slope of the p(T) isochore.
Pressure vessels for this technique do not need moving parts for the pressure
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control. However, there are compositions at which the change of the slope is
hard to detect (see Appendix B.2).

Another variant of the method makes use of pressure vessels, which allow
the determination of the phase volumes. If the same (p,T) equilibrium state can
be reached with two different overall compositions, the mole fractions of the
coexisting phases can be calculated from the material balance equations [51, 52]
(see also Problem 1).

3.4 ANALYTIC METHODS

The overall composition of the fluid sample does not have to be known for
experiments based on the analytic method. Here, temperature and pressure
are adjusted until phase separation occurs, and then the compositions of the
coexisting phases can be analyzed. A typical setup is shown in Fig. 3.3.

The apparatus shown here is of the “double recirculation” design, which
means that each phase is pumped through the other one with a recirculation
pump. This not only provides rapid equilibration, but also makes it easy to

g

l

1

6
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7

2

6

4P

T

FIGURE 3.3 Schematic representation of an apparatus for the determination of fluid phase equi-
libria with the analytic method. (1) Sample space, (2) pressure vessel, (3) heater, (4) manometer,
(5) thermometer, (6) recirculation pumps, and (7) valves.
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divert fractions of the recirculation flows to the analytic device, usually a gas
chromatograph.

Removing samples from the system disturbs the phase equilibrium. In order
to minimize this effect, analytic phase equilibrium apparatus must be designed
in such a way that the amount of substance in the equilibrium vessel is much
larger than the size of the sample. This condition sets a minimum useful vessel
size, and traditionally analytic apparatus tended to be much larger than synthetic
apparatus for the same pressure and temperature range. Nowadays, however,
electromagnetically operated valves can reproducibly withdraw samples of less
than 1 mg [53]. Still, pressure or temperature fluctuations can be a problem
whenever the slope of phase equilibrium isotherms or isobars is small. This
behaviour is just the opposite to that of synthetic methods.

In principle, the phase compositions can also be determined in situ by means
of spectroscopy, thus avoiding the problem of withdrawing samples. But then
one has to make sure that the components of the mixture have nonoverlapping
spectral bands.

In the past, IR, UV/Vis, and Raman spectroscopy have been successfully
applied. A difficulty with IR spectroscopy is that many compounds have such
large extinction coefficients that the optical pathlength cannot exceed a few
micrometers. To keep such a pathlength constant in spite of large temper-
ature and pressure variations is a technical challenge. The problem can be
circumvented, however, by using NIR (near infrared) spectroscopy, where the
extinction coefficients are much smaller, or by using ATR (attenuated total
reflection) techniques.

The contours of IR and Raman peaks are affected by molecular collision
rates, conformer equilibria, and association effects, and thus show pronounced
pressure and temperature dependencies, which necessitate complicated cali-
brations. UV/Vis spectra reflect electronic structures of the molecules and are
therefore less dependent on external parameters. But sometimes the presence of
other molecules, especially of polar solvents, shifts the absorption bands; this
effect is known as solvatochromy.

Analytic methods rely on the spatial separation of phases. They cannot be
applied to systems where the phases do not segregate, which can happen if
barotropic inversion occurs.

The great advantage of the analytical methods over the synthetic ones is their
applicability to multicomponent mixtures.

3.5 TRANSIENT METHODS

3.5.1 Methods Using Flow of Matter

Transient methods are often employed for the determination of vapor pressures
and/or sublimation pressures of compounds with a very low volatility, or for the
measurement of solubilities of compounds, which are present in traces only.
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FIGURE 3.4 Schematic representation of an apparatus for the determination of fluid phase equi-
libria using a material flow method. (1) Compressor, (2) pressure vessel, (3) cold collector attached
to precision scale, and (4) flow meter.

Figure 3.4 shows a typical setup: The carrier gas (or supercritical fluid) is
compressed to the desired pressure and passed through a vessel filled with the
low-volatile compound. After getting saturated with this compound, the fluid is
passed through a cold trap, where the low-volatile compound is deposited. The
mass loss of the saturation vessel or the mass gain of the cold trap, together with
the flow rate, allow the computation of the solubility.

Related techniques are thermogravimetry, where either the sample tray or
a cold collector plate is connected to a balance, and Knudsen effusion. The
latter has been used to obtain vapor or sublimation pressures of compounds
with a very low volatility. Then it is advisable to measure the gas density with a
mass spectrometer in order to eliminate impurities. Otherwise trace amounts of
volatile impurities could easily ruin the experiment.

A flowing inert gas can used to dilute and safely transport the vapor phase
of a vapor–liquid equilibrium experiment to the analytical instruments. This
so-called stripping technique has been used to study phase equilibria in the limit
of infinite dilution [54].

3.5.2 Methods Using Heat Flow

Typical methods of this kind are differential thermal analysis, DTA, and dif-
ferential scanning calorimetry, DSC. Both techniques subject the sample and
a reference system to a slowly increasing or decreasing temperature. As phase
transitions are usually accompanied by a change of enthalpy, they cause a tem-
perature difference between the sample and the reference (DTA) or an additional
heat flow (DSC), which can be detected.

The disadvantage of these methods is that, because of finite heat conduc-
tivity, the samples may contain temperature gradients, so that it is difficult to
assign a signal to a sharp temperature value. On the other hand, these methods
can work reliably with rather small amounts of substance.
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FIGURE 3.5 Isobaric phase diagram of the {nitrogen (1) + methane (2)} system at 0.5 MPa. :
phase boundaries and : three-phase (eutectic) equilibrium.
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FIGURE 3.6 Theoretical DSC or transitiometry trace for the system {nitrogen (1) + methane (2)}
at 0.5 MPa and x1 = 0.2. The peak at 56 K marks the eutectic point (s1s2→ s2l; s2 = solid phase
of methane) and the tiny peak at 76 K marks the end of the s2l region (s2l→ l). The large peak is
caused by passing through the lg two-phase region, with the spikes marking the entry (l→ lg) and
exit (lg→ g).
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DSC can also be applied to mixtures. Here, however, phase transitions usu-
ally span a temperature range; in this range, the heat flow is mostly caused by
changes of the amounts of the coexisting phases as given by the lever rule.
As an example, Fig. 3.5 shows an isobaric phase diagram of the {nitrogen +
methane} system, and Fig. 3.6 the simulated2 trace (heat flow vs. time) of a DSC
experiment on this system. A more detailed discussion is given in Section 5.9.

Transitiometry may be regarded as an advanced DSC technique, where not
only the temperature, but also the pressure of the sample is controlled. Thus a
transitiometer can also record isothermal phase transitions (i.e., phase changes
brought about by pressure variation), or even transitions along arbitrary paths in
(p,T) space [55–57].

3.6 PROBLEMS

1. A binary mixture consisting of n1,A moles of component 1 and n2,A moles
of component 2 splits into two phases at the pressure p and the tempera-
ture T; the absolute volumes of these phases are measured. The experiment
is repeated with a mixture consisting of n1,B+n2,B moles of the two compo-
nents (at the same pressure and temperature!). How can the mole fractions
and molar volumes of the coexisting phases be calculated?3

2. Why are the beginning and the end of the vapor–liquid transition in Fig. 3.6
marked by spikes? Calculate the overall heat capacity of the sample, using
the lever rule, Eq. (2.11) for the two-phase region.

2Due to the lack of experimental data.
3Experimental technique used by Specovius et al. and Fontalba et al. [51, 52].
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Chapter 4

Thermodynamic Variables
and Functions

Before discussing phase diagrams and methods for computing them, it is necessary to
introduce some thermodynamic concepts and functions. As this book does not focus on
thermodynamic fundamentals, this chapter is rather compact. It is not meant as a sub-
stitute for a textbook of thermodynamics. Still, this chapter is necessary to establish the
nomenclature and to present the relations between some thermodynamic quantities that
will be used later.

4.1 FUNDAMENTALS

Thermodynamic quantities can be divided into several categories:

l Extensive quantities: quantities that are proportional to the system size, e.g.,
which double if the system size is doubled by an identical copy process

l Intensive quantities: quantities that do not depend on the system size; these
can again be divided into two categories:
l Fields: quantities that must be the same in all coexisting phases under

equilibrium conditions and in absence of external fields
l Densities: quantities that can have different values in coexisting phases

under equilibrium conditions

Examples for field quantities are the temperature T , the pressure p, or the chem-
ical potentials µi. Examples for density variables are the molar volume, the
molar enthalpy, or the molar heat capacity. These latter properties are intensive,
whereas their nonmolar counterparts (total) volume, enthalpy, or heat capacity
are extensive.

The most important variables are introduced by the Laws of thermody-
namics:

l The Zeroth Law of thermodynamics states that there is an energy form called
heat, which has the tendency to spread through a system, and a variable
called temperature that measures this tendency: heat flows from the regions
of high temperature to the regions of low temperature only.

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00004-9
Copyright © 2012 Elsevier BV. All rights reserved. 83
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This statement may seem trivial, but it is necessary, because without this law
the other laws of thermodynamics cannot be defined properly.

l The First Law of thermodynamics is usually given in the form

dU= d̄q+d̄w, (4.1)

where q and w are the heat and the work flowing into or out of a system; their
sum is reflected in the change of the internal energy U, which is defined by
this law. This is practically the law of the conservation of energy.

When dealing with phase equilibria of liquids and gases, it is usually
sufficient to consider volumetric work only, i.e., d̄w=−pdV . If other forms
of energy play a role (e.g., surface energy, electric energy), the definition of
d̄w has to be extended.

We note in passing that q and w are not state functions, but U is (hence
the “d̄” differential operator in Eq. (4.1)).

l The Second Law of thermodynamics states that there is a state function called
entropy defined by

dS=
d̄q

T
, (4.2)

where d̄q denotes reversibly exchanged heat. In isolated systems, processes
that make the entropy decrease are forbidden. When equilibrium has been
reached, the entropy is at its maximum.

l The Third Law of thermodynamics states that the entropy of a pure substance
in a perfect crystalline state at zero temperature is zero.

Although the second law gives thermodynamic processes a direction, it is
seldomly used directly, because its condition – a system perfectly isolated from
its environment – is not what is usually needed. Instead, a set of alternative
criteria for equilibrium states has been derived:

l U→min (internal energy), if S,V,n= const
l H→min (enthalpy), if S,p,n= const
l A→min (Helmholtz energy), if T,V,n= const
l G→min (Gibbs energy), if p,T,n= const

The conditions under which minima of these four energies constitute equi-
librium states define their natural variables. Of course one can express each
energy with each set of variables, if desired; this is discussed in Section 4.4.

Combining Eqs. (4.1) and (4.2) then gives the total differential of the inter-
nal energy (tacitly assuming that all changes and processes are carried out
reversibly, i.e., all intermediate states of the system are equilibrium states, and
all work is volume work, dw=−pdV):

dU=T dS−pdV+
N∑

i=1

µi dni (4.3)
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The third term on the right-hand side is required for mixtures; it accounts for
changes of amounts of substance. The summation includes all components of
the mixture.

It should be noted that U, H, A, and G are derived from each other by means
of Legendre transformations. The underlying principle is that of an integration
by parts to switch variables: ∫

ydx= xy−
∫

xdy (4.4)

A more detailed explanation is given in Appendix B.1.
Application to the thermodynamic energy functions of mixtures gives the

following definitions and total differentials:

l Enthalpy

H≡U+pV (4.5)

dH=T dS−pdV+
N∑

i=1

µi dni+pdV+V dp

=T dS+V dp+
N∑

i=1

µi dni

(4.6)

l Helmholtz energy

A≡U−TS (4.7)

dA=−SdT−pdV+
N∑

i=1

µi dni (4.8)

l Gibbs energy

G≡H−TS (4.9)

dG=−SdT+V dp+
N∑

i=1

µi dni (4.10)

If natural variables other than p, V , T or S are needed, an appropriate energy
function can be generated with this method [58].1

It should be noted that the “chemical term” is always the same, which
means that the chemical potential does not depend on the system of variables

1This is not an exotic concept at all. Working with a fixed pH is equivalent to specifying the chem-
ical potential of protons in solution, µH+(aq). In electrochemical applications, it may be useful to
have the voltage as a natural variable.
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chosen:

µi=

(
∂U

∂ni

)
S,V,nj 6=i

=

(
∂H

∂ni

)
S,p,nj 6=i

=

(
∂A

∂ni

)
T,V,nj6=i

=

(
∂G

∂ni

)
T,p,nj 6=i

(4.11)

Switching from U(S,V) to G(p,T) has an important side effect: Sm and Vm
are density variables, i.e., they can be different in coexisting phases, whereas p
and T are field variables. As these are the same in all coexisting phases, there
may be states of different density (and hence different Gm value) for one (p,T)
combination. Hence, Gm is no longer a true, monovalent function, but a relation.
This has consequences for the formulation of the criteria of phase equilibrium
and for their implementation in computer programs, as will be shown later.

Another consequence of using field variables is that the integration of
Eq. (4.10) at constant pressure and temperature, dp=0 and dT=0, and at con-
stant overall composition amounts to an identical copy process of the original
infinitesimal system. Because of the extensivity of G, the result is

G(p,T,Ex)=
N∑

i=1

µi(p,T,Ex)ni. (4.12)

An analogous integration of the Helmholtz energy differential Eq. (4.8) at con-
stant temperature and total volume would lead to a more complicated result, for
changing the amount of substance at constant volume implies a compression or
expansion.

How are the thermodynamic energy functions measured? It turns out that
usually they can be determined neither directly nor absolutely, and that at best
one can measure their change during a process. This makes the thermody-
namic energy functions somewhat fuzzy quantities; only their differences and
derivatives are well-defined.

Whenever Um, Hm, Am, or Gm are used, they are calculated with respect to
some reference state. There is some freedom of choice of this reference state:
for nonreacting systems a state in the ideal gas region might be appropriate,
whereas for chemically reacting systems the reference states of enthalpies are
defined by chemical elements under standard conditions, and of entropies by
the Third Law. Whatever the choices of the reference states are, the numerical
values of the energy functions depend on them, and their users are well advised
to make sure that their choices do not influence the results of their calculations.

4.2 ENERGY FUNCTIONS AND THE EQUATION OF STATE

While the Helmholtz energy and the Gibbs energy are usually not directly
measurable, the equation of state2 p(Vm,T,Ex) is. Eqs. (4.7) and (4.9) can be
used to construct Am and Gm from it. The procedure is as follows:

2More accurately: the thermal equation of state. The function Um(Vm,T) is sometimes called the
caloric equation of state.
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l It is assumed that all components of the mixture are at first separate and at
such a low pressure p
 that they can be considered ideal gases. The ideal
gas state is in principle attainable for each substance. Then the Gibbs energy
of the system is

G

=

N∑
i=1

niG


m,i(T). (4.13)

The G

m,i(T) are intrinsic properties of the species. They depend on their

chemical constitutions and can be obtained from ideal gas heat capacities:

G

m,i(T)=H


m,i(T)−TS

m,i(T)

with H

m,i(T)=H


m,i(T

)+

T∫
T


C

pm,i(T)dT

S

m,i(T)=S


m,i(T

)+

T∫
T


1

T
C


pm,i(T)dT

(4.14)

The previous two equations are applications of Kirchhoff’s laws [cf.
Eq. (6.25)].

The heat capacities vary slowly with temperature and can be
conveniently represented by cubic spline interpolations of experimental
data. However, they are only required when nonisothermal processes are
considered; they are not needed for isothermal processes or phase equi-
librium calculations, because here coexisting phases must have the same
temperature.

The reference enthalpies, H

m,i(T


), as well as reference entropies,

S

m,i(T


), are needed for chemical reactions only. For plain phase equilib-

rium calculations without chemical reactions, they as well as G

m,i(T) need

not be considered, because they cancel in the relevant equations.
l Now the components are mixed, which creates the ideal mixing entropy. The

contribution to the Gibbs energy is

1mixG=
N∑

i=1

niRT lnxi. (4.15)

It should be noted that this contribution depends on the mole fractions of the
species, not on surface or volume fractions.

l Finally, the mixture is compressed to the desired pressure:

1compG=

p∫
p


V(p,T, En)dp (4.16)
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Therefore the Gibbs energy of the system can be written as the sum of these
three contributions:

G(p,T, En)=
N∑

i=1

ni

(
G


m,i(T)+RT lnxi

)
+

p∫
p


V(p,T, En)dp (4.17)

As the volume is sometimes not a true, monovalent function of pressure,
it is better to switch to a volume-dependent formulation by means of a partial
integration:

G(p,T, En)=
N∑

i=1

ni

(
G


m,i(T)+RT lnxi

)
+pV−p
V


−

V∫
V


p(V,T, En)dV.

(4.18)

Here V

=nRT/p
 is the volume of the system in the ideal gas state at p
.

Because of G=A+pV , the resulting equation for the molar Helmholtz energy is

Am(Vm,T,Ex)=
N∑

i=1

xi

(
G


m,i(T)+RT lnxi

)
−RT−

Vm∫
V


m

p(Vm,T,Ex)dVm. (4.19)

This is the master equation for all thermodynamic calculations of mixture
properties based on equations of state.

4.3 RESIDUAL, EXCESS, AND PARTIAL MOLAR QUANTITIES

4.3.1 Residual Quantities

A residual quantity is the difference between a property of a real fluid and the
same property of an ideal gas at the same density, temperature, and composition:

Xr
=X(Vm,T,Ex)−Xid(Vm,T,Ex) (4.20)

Residual quantities are well-defined and do not depend on reference states.
An important example is the residual Helmholtz energy. The full Helm-

holtz energy equation, Eq. (4.19), contains an integral
∫

pdVm. Now all real-
gas equations of state contain a term RT/Vm, which causes a ln(Vm/V


m )

contribution to Am. This contribution, however, diverges for low densities
(Vm→∞). Although such divergent terms pose no algebraic problems, they
are a nuisance in computer programming. Using the residual Helmholtz energy
avoids these problems. In order to obtain it, the Helmholtz energy of the
ideal gas,

Aid
m(Vm,T,Ex)=

N∑
i=1

xi

(
G


m,i(T)+RT lnxi

)
−RT−

Vm∫
V


m

RT

Vm
dVm, (4.21)
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has to be subtracted from the full Helmholtz energy, Eq. (4.19), giving

Ar
m(Vm,T,Ex)=−

Vm∫
V


m

(
p(Vm,T,Ex)−

RT

Vm

)
dVm

=−

Vm∫
∞

(
p(Vm,T,Ex)−

RT

Vm

)
dVm +

V

m∫
∞

(
p(Vm,T,Ex)−

RT

Vm

)
dVm.

(4.22)

Now V

m is by definition a molar volume beyond which the system behaves as

an ideal gas. Therefore, the last integral in the previous equation is zero, and the
residual Helmholtz energy can be written as

Ar
m(Vm,T,Ex)=−

Vm∫
∞

(
p(Vm,T,Ex)−

RT

Vm

)
dVm, (4.23)

or, using the molar density ρ=1/Vm instead of the molar volume, as

Ar
m(ρ,T,Ex)=+

ρ∫
0

p(ρ,T,Ex)−RTρ

ρ2
dρ=+RT

ρ∫
0

Z−1

ρ
dρ. (4.24)

The latter function is well-defined for ρ=0: Ar
m(0,T,Ex)=0

From it or the equation of state, respectively, all other thermodynamic
functions needed for phase equilibrium calculations can be derived:

Gm(Vm,T,Ex)=Am(Vm,T,Ex)+pVm (4.25)

or

Gr
m

RT
=

Ar
m

RT
+Z−1, (4.26)

Ur
m

RT
=−T

(
∂(Ar

m/RT)

∂T

)
Vm,xk

, (4.27)

Sr
m

R
=

Ur
m

RT
−

Ar
m

RT
, (4.28)

Hr
m

RT
=

Ur
m

RT
+Z−1, (4.29)

Z=
pVm

RT
=−Vm

(
∂(Ar

m/RT)

∂Vm

)
T
+1, (4.30)
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residual isochoric heat capacity:

Cr
Vm

R
=−2T

(
∂(Ar

m/RT)

∂T

)
−T2

(
∂2(Ar

m/RT)

∂T2

)
(4.31)

residual isobaric heat capacity:

Cr
pm

R
=

Cr
Vm

R
+

Tα2
p

RρκT
−1 (4.32)

For the previous equation we need some additional derivatives, namely the
tension coefficient:

βV =

(
∂p

∂T

)
Vm

(4.33)

the isothermal compressibility:

κT =−
1

V

(
∂V

∂p

)
T
=

[
ρ

(
∂p

∂ρ

)
T

]−1

(4.34)

the isobaric expansion coefficient:

αp=
1

V

(
∂V

∂T

)
p
=κTβV (4.35)

and the internal pressure:

πT =

(
∂U

∂V

)
T
=TβV−p (4.36)

4.3.2 Excess Quantities

An excess quantity is the difference between the property of a real mixture and
that of an ideal mixture at the same pressure, temperature, and composition:

XE
=X(p,T,Ex)−Xidmix(p,T,Ex) (4.37)

Excess quantities are useful for mixtures only; they are zero for pure fluids.
In contrast to residual quantities, excess quantities take the pressure as their

natural variable. Furthermore, the reference state can also be a liquid.
Ideal mixtures – irrespective of their state of aggregation – have no heat

of mixing; their molar volumes are linear mole fraction averages of the molar
volumes of their pure components, but of course they do have a mixing
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entropy:3

Hidmix
m =

N∑
i=1

xiHm,i(p,T) (4.38)

V idmix
m =

N∑
i=1

xiVm,i(p,T) (4.39)

Sidmix
m =

N∑
i=1

xiSm,i(p,T)−R
N∑

i=1

xi lnxi (4.40)

The last term, the mixing entropy term, can be derived from Eq. (4.15).
With these definitions of ideal mixing, the definitions of the most important

excess functions become

HE
=Hm(p,T,Ex)−

N∑
i=1

xiHm,i(p,T), (4.41)

VE
=Vm(p,T,Ex)−

N∑
i=1

xiVm,i(p,T), (4.42)

SE
=Sm(p,T,Ex)−

(
N∑

i=1

xiSm,i(p,T)−R
N∑

i=1

xi lnxi

)
. (4.43)

GE
=Gm(p,T,Ex)−

(
N∑

i=1

xiGm,i(p,T)+RT
N∑

i=1

xi lnxi

)
(4.44)

µE
i =µi(p,T,Ex)−

(
Gm,i(p,T)+RT lnxi

)
(4.45)

For other excess quantities the definition has to be derived from these equations
(see Problem 3). It is not safe to assume that an excess quantity is the difference
between the property of the real mixture and the linear mole fraction average of
the properties of the pure components.

The excess enthalpy is equal to the heat of mixing under isothermal–isobaric
conditions. The excess volume is equal to the volume contraction or expansion
under these conditions.

The historical motivation for the definition of the excess quantities was
the realization that, for mixtures of chemically similar compounds, the ideal-
mixture model represents the experimental data already rather well, and that the
excess quantities are small, have no complicated dependence on composition,

3In Chapter 2, we had called mixtures ideal if they obey Raoult’s law. This is in agreement with the
present definition; the proof will be given in Section 5.5.2.
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and can sometimes even be related to the chemical structures of the compo-
nents. This, however, is only true if all pure components of the mixture have the
same state of aggregation at the given pressure and temperature.4 It is mathe-
matically possible to define the excess functions of a mixture where some pure
components are liquids and the others gases. But this is not done in practice, for
the resulting excess quantities would neither be small nor easily interpretable.

Consequently, excess functions are not very useful for work involving
mixtures of sub- and supercritical components.

For the mathematical modeling of excess quantities several empirical func-
tions have been proposed. By definition, excess quantities are zero for pure
components. The simplest possible function fulfilling this requirement is a
parabolic symmetric function known as Porter’s function:

XE
=4XE

maxx1x2 (4.46)

The Redlich–Kister function is a straightforward extension of Porter’s function
that can also describe asymmetric excess functions:

XE
= x1x2

m∑
i=0

ai(x1−x2)
i (4.47)

This ansatz is frequently used to fit experimental data.

4.3.3 Partial Molar Quantities

Partial molar quantities are derivatives with respect to the amount of substance
at constant pressure and temperature:

Xi=

(
∂X

∂ni

)
p,T,nj6=i

(4.48)

They represent the change of a quantity when an infinitesimal amount of one of
the components of a mixture is added or removed.

Partial molar quantities must not be confused with molar quantities. Par-
tial molar quantities are strictly additive even for real mixtures, whereas molar
quantities are not. For example, the molar volume of a mixture can be written
as a sum of partial molar volumes,

Vm(p,T,Ex)=
N∑

i=1

xiVi(p,T,Ex), (4.49)

4For solid phases it may even be necessary to require the same crystal lattice type.
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or as a sum of pure-fluid molar volumes,

Vm(p,T,Ex)=
N∑

i=1

xiVm,i(p,T)+VE(p,T,Ex). (4.50)

In the latter case the excess volume is needed to make the equation exact.
The chemical potential can be regarded as a partial molar Gibbs energy,

hence

Gm(p,T,Ex)=
N∑

i=1

xiµi(p,T,Ex). (4.51)

Taking the differential of this equation gives

dGm=

N∑
i=1

µi dxi+

N∑
i=1

xi dµi. (4.52)

Comparison with the total differential of Gm, Eq.(4.10), at constant pressure and
temperature (dT=dp=0) leads to

N∑
i=1

xi dµi=0, (4.53)

which is the Gibbs–Duhem equation, a very useful relation underlying many
proofs and consistency tests, e.g., the integral test of Herington [59].

Incidentally, the Gibbs–Duhem equation can also be regarded as the result
of a Legendre transformation of Eq. (4.9).

For binary mixtures, it is possible to express partial molar quantities by
means of derivatives with respect to the mole fraction5:

X1=

(
∂(nXm)

∂n1

)
p,T,n2

=Xm+n

(
∂Xm

∂x1

)
p,T

dx1

dn1
=Xm+x2

(
∂Xm

∂x1

)
p,T
.

(4.54)

An analogous treatment for component 2 gives

X2=Xm−x1

(
∂Xm

∂x1

)
p,T
. (4.55)

A generalization of these expressions to multicomponent mixtures has been
given by Brown [60, 61]. If the mole fractions x1 . . .xN−1 are treated as

5cf. Fig. 5.8 for a geometric interpretation.
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independent variables, the partial molar properties are:

Xi=Xm+

(
∂Xm

∂xi

)
−

N−1∑
i=1

xk

(
∂Xm

∂xk

)
, i=1, . . .N−1 (4.56)

XN =Xm−

N−1∑
i=1

xk

(
∂Xm

∂xk

)
(4.57)

4.4 JACOBIAN DETERMINANTS

Thermodynamic experiments are usually carried out at constant pressure. As
will be seen in the next chapter, the stability criteria of fluid mixtures and
phase equilibria are usually expressed in terms of derivatives of the Gibbs
energy at constant pressure and temperature. Equations of state, fundamental
equations, or other models obtained from statistical thermodynamics, how-
ever, usually make the Helmholtz energy available as a function of volume
of temperature. Therefore, coordinate transformations from the state variables
pressure and temperature to the variables volume and temperature are required.
Such transformations can be carried out systematically by means of Jacobian
determinants.

Jacobian determinants, also called functional determinants, are defined as
follows:

∂(x,y)

∂(u,v)
≡

∣∣∣∣∣
(
∂x
∂u

)
v

(
∂x
∂v

)
u( ∂y

∂u

)
v

( ∂y
∂v

)
u

∣∣∣∣∣=
∣∣∣∣x(u) x(v)
y(u) y(v)

∣∣∣∣= x(u)y(v)−x(v)y(u) (4.58)

A very useful relation for Jacobian determinants is the so-called expansion
theorem:

∂(x,y)

∂(u,v)
=
∂(x,y)

∂(z,w)

∂(z,w)

∂(u,v)
(4.59)

Its proof is given in Appendix B.3.
The following equation could be called the reduction theorem; it is obtained

from the definition of the Jacobian determinants, Eq.(4.58), by setting y=v:

∂(x,y)

∂(u,y)
=

(
∂x

∂u

)
y

(
∂y

∂y

)
u︸ ︷︷ ︸

=1

−

(
∂x

∂y

)
u

(
∂y

∂u

)
y︸ ︷︷ ︸

=0

=

(
∂x

∂u

)
y (4.60)

These theorems can be used to obtain uncommon derivatives. First, we
observe that any derivative can be written as a Jacobian determinant because
of the reduction theorem: (

∂x

∂u

)
y
=
∂(x,y)

∂(u,y)
(4.61)
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Second, we can now use the expansion theorem to introduce two new auxiliary
variables, r and s:

(
∂x

∂u

)
y
=
∂(x,y)

∂(u,y)
=

∂(x,y)

∂(r,s)
∂(u,y)

∂(r,s)

=

∣∣∣∣∣
(
∂x
∂r

)
s

(
∂x
∂s

)
r( ∂y

∂r

)
s

( ∂y
∂s

)
r

∣∣∣∣∣∣∣∣∣∣
(
∂u
∂r

)
s

(
∂u
∂s

)
r( ∂y

∂r

)
s

( ∂y
∂s

)
r

∣∣∣∣∣
(4.62)

At a first glance, this transformation has achieved nothing more than replacing a
simple expression with a complicated one. However, the advantage of the new
equation lies in the fact that r and s can be chosen freely, and hence can be
chosen in a way that simplifies the problem.

An example is the transformation of the derivative of an arbitrary thermody-
namic property, w, with respect to mole fraction from p= const to Vm= const.
For this operation, Eq.(4.62) is invoked with r=Vm and s= x (mole fraction of
component 1):

(
∂w

∂x

)
p
=
∂(w,p)

∂(x,p)
=

∂(w,p)

∂(Vm,x)
∂(x,p)

∂(Vm,x)

=

∣∣∣∣∣
(
∂w
∂Vm

)
x

(
∂w
∂x

)
Vm( ∂p

∂Vm

)
x

( ∂p
∂x

)
Vm

∣∣∣∣∣∣∣∣∣∣
(
∂x
∂Vm

)
x

(
∂x
∂x

)
Vm( ∂p

∂Vm

)
x

( ∂p
∂x

)
Vm

∣∣∣∣∣
=
−w(V)A(Vx)+w(x)A(2V)

0×(−A(Vx))+1×A(2V)
=

1

A(2V)

(
−w(V)A(Vx)+w(x)A(2x)

)
(4.63)

Here we have made use of

p(V)=

(
∂p

∂Vm

)
T
=−

(
∂2Am

∂V2
m

)
x,T
=−A(2V) (4.64)

and

p(x)=

(
∂p

∂x

)
x,T
=−

(
∂2Am

∂Vm∂x

)
=−A(Vx). (4.65)

Application of the transformation Eq.(4.63) to the molar volume, i.e., setting
w=Vm, then leads to

V(x)=

(
∂Vm

∂x

)
p
=

1

A(2V)

−
(
∂Vm

∂Vm

)
x︸ ︷︷ ︸

=1

A(Vx)+

(
∂Vm

∂x

)
Vm︸ ︷︷ ︸

=0

A(2V)

=−A(Vx)

A(2V)
.

(4.66)
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Substitution of this equation into Eq.(4.63) then gives the desired result for the
transformation of a derivative of an arbitrary variable w at constant pressure to
one at constant molar volume:(

∂w

∂x

)
p
=

(
∂w

∂x

)
Vm

+

(
∂w

∂Vm

)
x

(
∂Vm

∂x

)
p

(4.67)

or

(w(x))p= (w(x))V+(w(V))xV(x) (4.68)

Another example for the application of Jacobian determinants is the deriva-
tion of the Joule–Thomson coefficient, which is the (differential) temperature
change during an isenthalpic pressure change

µJTh=

(
∂T

∂p

)
H
. (4.69)

Applying the expansion theorem with p and T as auxiliary variables gives:

(
∂T

∂p

)
H
=
∂(T,H)

∂(p,H)
=

∂(T,H)

∂(p,T)
∂(p,H)

∂(p,T)

(4.70)

Observing that (∂T/∂T)p=1, (∂T/∂p)T =0, and (∂H/∂T)p=Cp then leads to
the well-known result

µJTh=

1×

(
∂H

∂p

)
T
−0×

(
∂H

∂T

)
p

0×

(
∂H

∂p

)
T
−1×

(
∂H

∂T

)
p

=
1

Cp

(
∂H

∂p

)
T
. (4.71)

4.5 VARIABLES OF HISTORICAL IMPORTANCE

The chemical potential of a mixture component can be obtained from the
Helmholtz energy Eq. (4.19) by differentiating after the amount of substance,
ni. We write

µi(Vm,T,Ex)=G

m,i+RT ln

xiV

m

Vm
+µr

i, (4.72)

where the last term represents the derivative of the compression integral in
Eq. (4.24). Taking the exponential of this equation gives

exp
( µi

RT

)
=

xiV

m

Vm
exp

(
G


m,i+µ
r
i

RT

)
, (4.73)
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which can be rearranged to

1

V

m

exp

(
µi−G


m,i

RT

)
= exp

(
µr

i

RT

)
xi

Vm
. (4.74)

Multiplying both sides with RT and, on the right-hand side, substituting
RT/Vm=p/Z (from the definition of the compression factor) and pxi=pi

(Dalton’s law) then yields

RT

V

m

exp

(
µi−G


m,i

RT

)
= exp

(
µr

i

RT

)
pi

Z
≡ fi. (4.75)

This equation defines the so-called fugacity of the component i, which can be
interpreted as a partial pressure corrected for nonideality. The ratio of fugacity
and partial pressure is the fugacity coefficient φi:

fi=φipi with lim
Vm→∞

φi=1. (4.76)

If a substance has the same fugacities in two phases at the same temperature, it
also has the same chemical potentials. Therefore, the equality of fugacities can
be used as an alternative criterion of phase equilibrium. However, fugacities
should not be used in nonequilibrium situations, whereas chemical potentials
are useful even then for the calculation of driving forces.

Another variable that sometimes appears in the context of mixture thermody-
namics is the activity of a species, ai, or its activity coefficient, γi=ai/xi. These
variables were invented to “rescue” Raoult’s law, Eq. (2.2), which is applicable
to ideal mixtures only (chemically similar compounds), whereas the generalized
version

piφi= xl
iγip

σ
i (4.77)

can also be applied to nonideal cases. γi is a kind of “fudge factor” that makes
this equation exact. It is related to the excess Gibbs energy, or the chemical
potential, respectively:

GE
=RT

N∑
i=1

xi lnγi (4.78)

µE
i =RT lnγi (4.79)

As excess functions should only be used for mixtures where all pure compo-
nents have the same state of aggregation, the application of activity coefficients
to phase equilibria involving sub- and supercritical compounds can create
some problems. So the vapor pressures of the supercritical compounds, which
are needed in Eq. (4.77), do not exist and therefore have to be replaced by
extrapolations.
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Another complication with activity coefficients is that the choice of the refer-
ence state is ambiguous. Activity coefficients defined via Raoult’s law approach
1 as the mole fraction approaches 1, xi→1⇒ γi→1. But for compounds that
do not exist in the pure state (at least not in the same state of aggregation) it is
common to consider the infinitely dilute state as ideal, xi→0⇒ γi→1. Exam-
ples are substances with high melting points or many biological molecules:
one can have a dilute solution of NaCl in water at room temperature, but not
a dilute solution of water in NaCl. It is then possible that both types of activity
coefficients appear in the same model, which can be rather confusing.

In this book we will restrict ourselves to chemical potentials.

4.6 PROBLEMS

1. The excess Gibbs energy of a mixture is described by a first-order Redlich–
Kister function [Eq. (4.47) with m=1]. Derive the excess chemical poten-
tials, µE

i . What is the limiting behavior for xi→1?

2. Does it make sense to define an excess Helmholtz energy? Excess properties
are differences between properties of real mixtures and ideal mixtures at the
same pressure. Is it possible to use properties at the same molar volume?

3. What is the excess isothermal compressibility of a mixture?

4. Derive expressions for the Helmholtz energy and the isothermal compress-
ibility for a gas obeying the truncated virial equation of state, Z=1+
B2/Vm.

5. Use Jacobi transformations to obtain the difference between the isobaric and
the isochoric heat capacity, Cp−CV .

6. Use Jacobi transformations to derive an expression for the adiabatic com-
pressibility, κS=−V−1(∂V/∂p)S.

7. Show that, for the Redlich–Kwong equation (Eq. (7.12)), the internal pres-
sure πT is proportional to the attraction term. Is this also true for other
equations of state?
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Chapter 5

Stability and Equilibrium

This chapter contains thermodynamic concepts and equations related to phase equilibria
in general. It is assumed that the principal thermodynamic functions of the systems – the
equation of state, the Helmholtz energy function, etc. – are known.

5.1 CRITERIA OF EQUILIBRIUM

What is equilibrium? The question may seem trivial; everybody has got an
emotional understanding of what equilibrium is: balanced forces, things at rest,
nothing changing . . .

But the criterion “nothing changes” is not sufficient. Consider a metal bar of
which one end is cooled and the other end heated: after a while a temperature
profile develops along the bar that does not change with time anymore. Still,
the bar is not in an equilibrium state, but rather in a stationary state. This can
be proven by isolating the bar from its environment, i.e., cutting off all flows of
matter and energy, in particular of heat. Then the temperature gradient can no
longer be maintained, and the bar relaxes toward its equilibrium state, in which
all parts have the same temperature.

Note: It is necessary to distinguish between equilibrium states and stationary
states. The former can be maintained indefinitely if the system is isolated from
its environment.

Can we say that a system that does not change with time and that is or can
be isolated is in an equilibrium state? An amount of liquefied natural gas in con-
tact with its own vapor in an isolating container would be a good example of an
equilibrium state – unless this container happens to be on a truck on a mountain
road. Fortunately, the degree of freedom “altitude in a gravitational field” does
not couple perceptibly with the thermodynamic degrees of freedom, at least not
for small containers, and therefore can be omitted in thermodynamic considera-
tions. It must be pointed out, however, that we are now no longer speaking about
equilibrium in general, but equilibrium with respect to a chosen set of degrees
of freedom.

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00005-0
Copyright © 2012 Elsevier BV. All rights reserved. 99
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For the definition of equilibrium it is necessary to specify its degrees of
freedom.

In this book, we will only consider typical thermodynamic degrees of
freedom, e.g., volume, amounts of substance, etc., but one should never for-
get that there may be other degrees of freedom – gravitational1, electric,
magnetic, chemical, and viscoelastic – which can interfere with the common
thermodynamic degrees.

In the previous section, field quantities were defined as quantities that must
have the same value everywhere in a system at equilibrium. The relevant field
quantities for phase equilibrium studies are the temperature T , the pressure p,
and the chemical potentials µi. Hence, the following criteria for two-phase
equilibrium in a mixture of N components can be formulated:

T ′=T ′′

p′=p′′

µ′i=µ
′′
i i=1, . . .N

(5.1)

These criteria represent the thermal, mechanic, and chemical equilibrium of all
species between two phases (designated ′ and ′′). A justification of these criteria
is given below.

Fulfilling these criteria does not guarantee, however, that a stable phase equi-
librium exists. In addition to these criteria each phase must be thermally stable,
mechanically stable, and diffusionally stable, i.e., the isochoric heat capac-
ity,2 the isothermal compressibility,3 and the diffusion coefficients must not be
negative:

CV >0

κT >0

Dij>0 i, j=1, . . .N

(5.2)

These stability criteria are local conditions only. They guarantee the stabil-
ity of a phase against small fluctuations of the local temperature, pressure, or
composition. There are, however, some caveats to observe:

l The true stable state is characterized by a global extremum of the relevant
thermodynamic potential, i.e., a global minimum of the total Gibbs energy
of the system if pressure and temperature are kept constant. For isochoric–
isothermal conditions, however, a minimum of the Helmholtz energy defines
the stable state.

1An example is the density gradient that occurs in fluids in gravitational fields.
2The heat capacity of black holes is negative, which are therefore unstable. Massive black holes,
however, like the one in the center of our galaxy, manage to stay unstable for a very long time.
3More precisely: the three-dimensional compressibility. It is possible to have materials with a
negative compressibility in one dimension [62].
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0 1
ξ

Gm

a

b

FIGURE 5.1 Gibbs energy of a system at p,T= const as function of process extent (schematic):
(a) typical shape if the process is a reversible chemical reaction and ξ its conversion ratio (local
minimum of the Gibbs energy, F=0 thermodynamic degrees of freedom) and (b) possible shape
if the process is the evaporation of a pure fluid and ξ the fraction of substance in the vapor phase,
and the applied pressure is higher than the vapor pressure (global minimum at ξ =0 with F=0: the
liquid does not evaporate; F=−1 for 0<ξ <1).

l The global minimum is simply the state with the lowest value. It is not nec-
essary for the Gibbs energy function to be U-shaped in the vicinity of this
minimum; in fact, it is not necessary for the Gibbs energy function to be
differentiable at all. There are situations where searching for minima by
locating zeros of the first derivative may lead to wrong results, as shown
in Fig. 5.1, curve b.

l It can happen that the evaluation of the conditions of phase equilibrium for
given pressure and temperature gives more than one solution; in such a case
the solution that leads to the lowermost total Gibbs energy of the system is
the stable solution, and all other solutions are at best metastable.

Overlooking multiple solutions and working with metastable solutions is one
of the most common sources of errors in calculations of phase equilibria.

5.2 THERMODYNAMIC STABILITY AND EQUILIBRIUM
CRITERIA BASED ON THE SECOND LAW

Here we briefly describe the derivation of the stability and equilibrium cri-
teria from thermodynamic principles. Readers interested in a more detailed
derivation are referred to the textbook of Kondepudi and Prigogine [63].

In Section 5.1, it has been pointed out that equilibrium states can be main-
tained in an isolated state, which distinguishes them from stationary states.
“Isolation” in this context means that the system volume is constant, dV=0,
and that there is no exchange of energy or matter with the environment, dU=0,
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dn=0. Then we know from the second law of thermodynamics that such a
system reaches equilibrium when its entropy is at its maximum.

Let δξ denote a perturbation of the equilibrium, i.e., a deviation from the
state of maximum entropy maximum in an arbitrary direction. Then one can
treat the entropy as a general function of δξ . Expansion of this function into a
Taylor series gives

S(ξ)=Seq+
dS

dξ
δξ+

1

2

d2S

dξ2
(δξ)2+·· · . (5.3)

Here Seq is the entropy value at the maximum, corresponding to the equilibrium
value; the derivatives are computed at the maximum. It can be shown that the
first-order term of the expansion leads to the equilibrium criteria and the second-
order term to the stability criteria. Here we briefly illustrate this for the variation
of the internal energy.

We consider an isolated system consisting of a small subsystem ′ and a large
reservoir system ′′. The two subsystems each have constant volumes and con-
stant amounts of substance, dVα=0,dnα=0, but can exchange energy. Hence,
the perturbation that has to be considered is δξ =dU. The total entropy change,
δS=S−Seq with S=S′+S′′, is then

δS=

(
∂S′

∂U′

)
δU′+

(
∂S′′

∂U′′

)
δU′′

+
1

2

(
∂2S′

∂U′2

)
(δU′)2+

1

2

(
∂2S′′

∂U′′2

)
(δU′′)2+·· · .

(5.4)

As the whole system is isolated, δU′=−δU′′≡ δU must be fulfilled, and
with (

∂S

∂U

)
V,n
=

1

T
, (5.5)

the result

δS=

(
1

T ′
−

1

T ′′

)
δU︸ ︷︷ ︸

=δ(1)S

+
1

2

[
∂

∂U′

(
1

T ′

)
+

∂

∂U′′

(
1

T ′′

)]
(δU)2︸ ︷︷ ︸

=δ(2)S

+·· ·
(5.6)

is obtained. The first-order variation, δ(1)S, has to vanish at a maximum. This
immediately gives the criterion for thermal equilibrium,

T ′=T ′′. (5.7)

The derivatives in the second-order variation term can be written as(
∂ 1

T

∂U

)
V

=−
1

T2

(
∂T

∂U

)
V
=−

1

T2CV
, (5.8)
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where CV denotes the isochoric heat capacity. Furthermore, under isochoric con-
ditions, δUα

=CαVTα must hold. The second-order variation therefore becomes

δ(2)S=
1

2

(
−

1

T ′2C′V
−

1

T ′′2C′′V

)
C′2V (δT

′)2. (5.9)

With the thermal equilibrium condition T ′=T ′′ and the fact that subsystem ′ is
much smaller than subsystem ′′ (C′V�C′′V ) we obtain

δ(2)S'−
C′V(δT

′)2

2T ′2
. (5.10)

As the entropy has a maximum at equilibrium, its second variation has to be
negative. The equation above therefore yields the thermal stability criterion

CV >0. (5.11)

Hence, a system is stable only if the isochoric heat capacity is positive, i.e., if
an increase of temperature leads to an increase of its internal energy.

Analogous considerations can be made for perturbations of the volume or
the amount of substance of the system. For perturbations of the volume, the
first-order variation of the entropy yields the mechanical equilibrium criterion
and the second-order variation yields the mechanical stability criterion:

p′=p′′ (5.12)

κT >0, (5.13)

and a perturbation of the amount of substance at constant internal energy and
volume gives the criteria of two-phase equilibrium and diffusion stability, which
for a binary mixture are4

µ′i=µ
′′
i (5.14)

G(2x)>0. (5.15)

It should be noted that this method of deriving stability and equilibrium cri-
teria is not limited to the “common” thermodynamic variables p,T, and µi, but
can be extended to electric and magnetic variables, elasticity parameters, or sur-
face properties, if these should be relevant for the system under consideration.

4Fick’s first law of diffusion, (∂ni/∂t)=−DA(∂ρi/∂z)(A: area, ρi: concentration, z: distance)
seems to suggest that the concentration gradient is the driving force of diffusion. This, however,
is not correct: the driving force must be a gradient of a field variable, in this case the chemical
potential, (∂ni/∂t)=−D∗A(∂µi/∂z). Comparison of these two equations shows that Fick’s dif-
fusion constant is approximately D=D∗(1−xi)Vm(∂

2Gm/∂x2
i ). Therefore, diffusion stability and

the curvature of the Gibbs energy function are linked.
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5.3 PHASE EQUILIBRIA OF PURE SUBSTANCES

5.3.1 Differential Equations

Along a phase boundary curve (e.g., vapor pressure curve) of a pure substance
the phase equilibrium criterion µ′i=µ

′′
i must be fulfilled. Now for a pure

substance, the chemical potential and the molar Gibbs energy are identical,

µ=

(
∂G

∂n

)
p,T
=Gm, (5.16)

and therefore the equilibrium condition can be written, using the definition of
the Gibbs energy, as

µ′=G′m=H′m−TS′m=H′′m−TS′′m=G′′m=µ
′′. (5.17)

Rearrangement gives the relation between the entropy and the enthalpy of a
phase transition:5

1Sm=S′′m−S′m=
1

T
(H′′m−H′m)=

1Hm

T
. (5.18)

Now the equilibrium condition, Eq. (5.17), must be fulfilled at all points of
a phase boundary curve. Consequently, a small change of the chemical potential
of one phase along the curve must be matched by the change of the chemical
potential of the other phase. One can therefore conclude that

dµ′=dµ′′ (5.19)

must hold. Because of Eq. (5.16) it is possible to insert the total differential of
Gm, Eq. (4.10), which gives

dµ′=−S′mdT+V ′mdp=−S′′mdT+V ′′mdp=dµ′′. (5.20)

Rearranging yields the following differential equation for the phase boundary
curve:

dp

dT
=

S′′m−S′m
V ′′m−V ′m

=
1Sm

1Vm
(5.21)

Equation (5.18) can be used to replace the transition entropy, resulting in
Clapeyron’s equation,

dp

dT
=
1Hm

T1Vm
. (5.22)

5These properties should be written as 1trsHm, 1trsSm, Ttrs. As this section is dealing with phase
transitions only, we will omit the “trs” subscript for brevity.
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This equation can be applied to all kinds of phase boundaries of pure sub-
stances – vapor pressure curves or sublimation pressure curves as well as
melting pressure curves or solid–solid transitions.

In the special case that phase ′ is a condensed phase, phase ′′ a gas phase,
and

1. the molar volume of the latter is large in comparison to the molar volume of
the former, V ′′m�V ′m,

2. the gas phase can be treated as an ideal gas,
3. and the transition enthalpy does not depend on temperature (approximately

true for small temperature intervals and far away from the critical point),

it is justified to assume1Vm≈V ′′m≈RT/p. Substitution into Eq. (5.22) and inte-
gration then yields the famous equation of Clausius and Clapeyron for vapor
pressure and sublimation pressure curves:

ln
p

p0
=−

1Hm

R

(
1

T
−

1

T0

)
(5.23)

Here (p0,T0) is a reference state on the vapor pressure or sublimation pres-
sure curve. From this equation, one can conclude that a logarithmic plot of the
vapor pressure versus T−1 should be linear.

Figures 5.2–5.5 illustrate this: Fig. 5.3 shows that the low-temperature end of
the logarithmic plot is indeed approximately linear, and that even the deviations
from the linear function at high temperatures are very small. In fact, the linearity
is far better than it ought to be, for the enthalpy of vaporization is positively
not constant (Fig. 5.4), and the difference of the molar volumes drops to zero
as the critical point is approached. It turns out, however, that the enthalpy of
vaporization and the molar volumes change in such a way that the deviations
from constancy or the perfect gas law, respectively, cancel and thus do not affect
the linearity of the logarithmic plot very much.

A plot of the densities of the coexisting phases, the so-called orthobaric den-
sities, versus temperature (Fig. 5.5) looks almost like a horizontally oriented
parabola at a first glance, but of course the branches of a parabola would run
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FIGURE 5.2 Vapor pressure curve of methane, calculated from the empirical equation of state of
Setzmann and Wagner [64].
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FIGURE 5.3 Vapor pressure curve of methane, logarithmic plot versus inverse temperature. :
calculated from the empirical equation of state of Setzmann and Wagner [64] and : linear
extrapolation of the low-temperature part of the curve (shown for comparison only).
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FIGURE 5.4 Vaporization enthalpy of methane, calculated from the empirical equation of state of
Setzmann and Wagner [64].
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FIGURE 5.5 Molar density of methane as a function of temperature, calculated from the empirical
equation of state of Setzmann and Wagner [64]. : orthobaric densities and : “rectilinear
diameter”.

toward ±∞, which cannot be expected for a density. Therefore the density
diagram of a fluid is necessarily asymmetric.

The average density, ρ̄= (ρ′+ρ′′)/2 is called rectilinear diameter. Its plot
versus temperature is an almost straight line for most substances, but a closer
investigation shows that this is only approximately true, and that especially in
the vicinity of the critical point this property shows a curvature.

Very close to the critical point, where the asymmetry of ρ(T) is still
negligible, it can be approximated with a power law:

ρ=ρc±B(Tc−T)β (5.24)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 10-ch05-099-156-9780444563477” — 2012/3/1 — 3:07 — page 107 — #9

5.3 | Phase Equilibria of Pure Substances 107

It can be shown that β=0.5 must hold if the underlying equation of state
is analytical. The experimentally observed value, however, is about 0.326.
The deviation is caused by long-range fluctuations, which give a nonanalytical
contribution to the equation of state (see Section 7.8).

For many fluids the entropy of vaporization at their normal boiling points
is approximately 1vapSm≈88 J mol−1K−1. This relation, which is known as
Trouton’s rule, is very useful for estimating the vaporization enthalpies of
liquids. However, it cannot be used for associating liquids (e.g., water, alcohols,
acids), salts, or metals.

The Clausius–Clapeyron equation can also be written as

lg
p

p0
=A+

B

θ+C
, (5.25)

where θ is the temperature in ◦C and C=273.15K. If C is allowed to deviate
from this value and to become substance-dependent, Eq. (5.25) is called Antoine
equation [65]. It is a popular empirical equation for correlating vapor pressure
curves.

5.3.2 Algebraic Equations

If a continuous equation of state is available that can describe the vapor and the
liquid regime of a fluid, the criteria for phase equilibrium, Eq. (5.17), can be
alternatively evaluated as follows:

µ′=G′m=A′m+pσV ′m=A′′m+pσV ′′m=G′′m=µ
′′ (5.26)

Here pσ denotes the saturation vapor pressure. Because of

Am=−

∫
p(Vm,T)dVm, (5.27)

the equilibrium criterion can be rearranged to yield

V ′′m∫
V ′m

p(Vm,T)dVm=pσ (V ′′m−V ′m). (5.28)

p(Vm,T) is the equation of state of the fluid. Equation (5.28) is also known as
Maxwell’s criterion. Combining Eq. (5.28) with the conditions

p(V ′m,T)=p(V ′′m,T)=pσ, (5.29)

yields a set of nonlinear equations for the vapor pressure (It is assumed that the
thermal equilibrium condition T ′=T ′′ is already fulfilled.). Figure 5.6 shows the
geometrical interpretation of this equation: the area under the isotherm given by
the equation of state, p(Vm,T), between the orthobaric molar volumes, V ′m and
V ′′m, must be equal to the area under the real isotherm (the straight line).
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FIGURE 5.6 Schematic representation of Maxwell’s criterion for the vapor–liquid equilibrium of
a pure fluid. : isotherm as calculated with the equation of state and : real isotherm.

Figure 5.6 also shows the unstable part of the isotherm, the region of
positive slope between the minimum and the maximum. These two extrema
constitute the lower and the upper limit of (mechanical) stability: here the
isothermal compressibility is infinite (κT =∞ or (∂p/∂Vm)T =0); between
them the compressibility is negative.

These considerations apply to a single isotherm. If the temperature is var-
ied, the orthobaric volumes (the two volumes of the coexisting phases) and
the volumes belonging to the extrema form two sets of curves, the connodal
(or binodal) curve and the classical spinodal curve, respectively (see Fig. 5.7).
The connodal curve encloses the spinodal curve. Outside the connodal curve
the fluid is mechanically stable. Inside the spinodal curve it is mechanically
unstable. In between it is metastable.

It has occasionally been argued that the extrema of the isotherms of equa-
tions of state (often nicknamed “van der Waals loops”6) have no physical basis,
that the Maxwell construction for the determination of the vapor pressure is an
artificial trick to “rescue” these equations, which would otherwise not be appli-
cable to vapor–liquid equilibria, and that a physically correct equation of state
should give horizontal isotherms in the 2-phase region. This is arguably true in
the limit of infinite system size and infinite time. Still, it is an established exper-
imental fact that liquids can be temporarily overheated or vapors undercooled in
the regions that are metastable according to the equations of state. Superheated

6In fact, this concept was proposed by J. Thomson in 1871 [66], before van der Waals’ work.
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Mechanically stable

Unstable
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FIGURE 5.7 Schematic representation of the stability regions of an equation of state. :
isotherm calculated with the equation of state, : the connodal curve (locus of equilibrium states)
and : spinodal curve (locus of isotherm extrema).

liquids in the metastable region are likely to start boiling at the container walls
or at dust particles; when the spinodal is approached, however, boiling starts
everywhere, and as a result the thermal energy of the liquid can be released as a
shock wave.7

When the temperature is increased, the spinodal as well as the connodal
states approach each other; they coincide in the critical point, which for pure
fluids is defined by the following criteria:

A(2V)=−

(
∂p

∂Vm

)
T
=0 (5.30)

A(3V)=−

(
∂2p

∂V2
m

)
T
=0. (5.31)

Evidently, a critical point is an inflection point of a p(Vm) isotherm with a
horizontal tangent.

A vapor pressure curve cannot have a pressure or temperature maximum. A
temperature maximum would imply dT/dp=0, and would necessitate1Vm=0
because of Eq. (5.22). But for pure fluids at constant temperature and in absence

7Maxwell’s criterion seems to imply that p(Vm) exists and is integrable in the two-phase region.
This, however, is not necessarily true, for the integration could also be carried out along an arbitrary
path in the (Vm,T) plane running from the liquid state to the vapor state without entering the two-
phase region.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 10-ch05-099-156-9780444563477” — 2012/3/1 — 3:07 — page 110 — #12

110 CHAPTER | 5 Stability and Equilibrium

of external fields all thermodynamic properties depend on the molar volume
only, and this dependence is a monovalent function (e.g., the equation of state).
Therefore, the molar volumes of the liquid and the vapor phase cannot become
equal without all other properties becoming equal, too, and this can only happen
at a critical point.

In an analogous way one can argue against pressure maxima of vapor
pressure curves, which would require 1Sm=0.

Maxwell’s criterion can be used to compute vapor pressure curves from
equations of state, provided that an initial guess for the vapor pressure is avail-
able for which the equation of state gives distinct liquid and vapor densities.
Algorithm 1 extrapolates initial values with the Clausius–Clapeyron equation,
if possible. If Maxwell’s criterion cannot be evaluated, it locates the two-phase
region with a bisection method, i.e., it increases or decreases the initial pressure,
depending on the curvature of the equation of state. Then it solves Maxwell’s
criterion by means of the Marquardt–Levenberg method. The enthalpy of vapor-
ization, which is required for the extrapolation of initial values, is at first
estimated with Trouton’s rule, but then recalculated from vapor pressure points
as soon as they become available.

An alternative algorithm will be discussed in Section 5.8.

5.4 CRITICAL POINTS OF PURE FLUIDS

Often the calculation of the critical data of a pure substance can be avoided,
because they are given. In this case, however, it is necessary to calculate the
parameters of the equation of state from them. In any case, the system of non-
linear equations A(2V)=A(3V)=0 [Eqs (5.30) and (5.31)] has to be solved. For
some simple equations of state analytic solutions exist, e.g., for the equation of
van der Waals, Eq. (7.10):

pc=
a

27b2
Vmc=3b Tc=

8a

27bR
(5.32)

For others the critical conditions have to be solved numerically. This can con-
veniently be done for example with the Marquardt–Levenberg method (see
Appendix A.13).

There is a third critical condition, however, which can create problems,
namely the condition that, at the critical point, the equation of state must return
the critical pressure, p(Vmc,Tc)=pc.

Evidently, a two-parameter equation of state cannot match three critical
conditions. Thus the van der Waals equation gives a fixed critical compres-
sion factor Zc=pcVmc/RTc of 0.375, which is far too high. The famous
Redlich–Kwong equation, Eq. (7.12), gives 0.333, which is also too high; the
experimentally found values for most substances are between 0.23 and 0.29
(exceptions are strongly associating fluids, metals, salts, and quantum gases).
But also many equations of state with three or more parameters cannot give Zc
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values in the experimental range. A selection of equations of state that have
proven useful for the calculation of fluid properties as well as a discussion of
their behavior at the critical point can be found in Chapter 7.

Algorithm 1: Vapor pressure curve of a pure compound

Input: equation of state: p(ρ,T), fundamental equation: Am(ρ,T)
Data: critical data, pc and Tc, initial temperature T0
Result: vapor pressure pσ (T),T=T0, . . .Tc

function y(pσ ,T) [Maxwell’s criterion]:
solve pσ =p(ρ,T) for ρ;
if only 1 solution found then

trigger exception;
else

assign solutions to ρl and ρg;

return y :=Am(ρ
g,T)−Am(ρ

l,T)+pσ (1/ρg−1/ρl);
end

end

1Hm :=T01Sm,Trouton [use Trouton’s rule as 1st estimation];

p0 := 1
2 pc;

for T :=T0, . . .Tc do

estimate p :=p0 exp
(
−
1Hm

R

(
1

T0
−

1
T

))
[Eq. (5.23)];

evaluate y(p,T);
if exception then

δp :=0 [bisection search for a good initial pressure];
repeat

curvature p(2ρ) := (∂2p(ρ,T)/∂ρ2)T ;
if p(2ρ)>0 then

if δp=0 then δp := 1
2 p;

p :=p−δp;
else

if δp=0 then δp := 1
2 (pc−p);

p :=p+δp;
end

δp := 1
2 δp;

evaluate y(p,T);
until no exception;

end
solve y(p)=0 by means of Marquardt–Levenberg method;

if T>T0 then 1Hm :=R ln(p/p0)/
(

1
T0
−

1
T

)
end
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Users of an equation of state are advised to make sure that it can fulfill all
three critical conditions before attempting to fit parameters to critical data or to
compute thermodynamic data in the vicinity of the critical point.

5.5 PHASE EQUILIBRIA OF BINARY MIXTURES

5.5.1 Differential Equations

For the calculation of two-phase equilibria of binary mixtures it is necessary to
consider not only pressure and temperature, but also the mole fractions x′1 and
x′′i of the coexisting phases. In analogy to Eq. (5.17), along the phase boundary
the following equation must be fulfilled for both components:

dµ′i=−S′i dT+V ′i dp+

(
∂µ′i

∂x1

)
p,T

dx′1

=−S′′i dT+V ′′i dp+

(
∂µ′′i

∂x1

)
p,T

dx′′1=dµ′′i

(5.33)

Si and Vi are partial molar entropies or volumes, respectively; they must not be
confused with molar properties [see Eq. (4.48)]. Equation (5.33) is the extension
of Eq. (5.20) to binary mixtures.

Combining terms with the same differentials gives

(S′i−S′′i )dT−(V ′i−V ′′i )dp=

(
∂µ′i

∂x1

)
p,T

dx′1−

(
∂µ′′i

∂x1

)
p,T

dx′′1 i=1,2. (5.34)

Multiplying this equation with x′′1 for i=1 and with x′′2 for i=2, and adding the
results gives

[x′′1(S
′

1−S′′1)+x′′2(S
′

2−S′′2)]dT− [x′′1(V
′

1−V ′′1 )+x′′2(V
′

2−V ′′2 )]dp

= x′′1

(
∂µ′1

∂x1

)
dx′1−x′′1

(
∂µ′′1

∂x1

)
dx′′1

+x′′2

(
∂µ′2

∂x1

)
dx′1−x′′2

(
∂µ′′2

∂x1

)
dx′′1

(5.35)

Because of the Gibbs–Duhem equation, Eq. (4.53),

x1

(
∂µ1

∂x1

)
p,T
+x2

(
∂µ2

∂x1

)
p,T
=0, (5.36)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 10-ch05-099-156-9780444563477” — 2012/3/1 — 3:07 — page 113 — #15

5.5 | Phase Equilibria of Binary Mixtures 113

the second and the fourth term on the right-hand side cancel. Furthermore, the
Gibbs–Duhem equation can be used to express µ′2 with µ′1 in the third term:

[x′′1(S
′

1−S′′1)+x′′2(S
′

2−S′′2)]dT− [x′′1(V
′

1−V ′′1 )+x′′2(V
′

2−V ′′2 )]dp

=
x′′1−x′1

x′2

(
∂µ′1

∂x1

)
dx′1

(5.37)

If Eq. (5.34) had not been multiplied with x′′i , but with x′i, the result would
have been

[x′1(S
′

1−S′′1)+x′2(S
′

2−S′′2)]dT−[x′1(V
′

1−V ′′1 )+x′2(V
′

2−V ′′2 )]dp

=
x′′1−x′1

x′′2

(
∂µ′′1

∂x1

)
dx′′1

(5.38)

Equations (5.37) and (5.38) can be used to determine the appropriate differ-
ential equation of a phase boundary for each cross section of a three-dimensional
phase diagram. For example, for an isothermal cross section dT=0 holds, and
these equations can be transformed into the differential equations of the bubble
point curve and the dew point curve in a px diagram:

dp

dx′1
=−

x′′1−x′1
x′2[x′′1(V

′

1−V ′′1 )+x′′2(V
′

2−V ′′2 )]

(
∂µ′1

∂x1

)
(5.39)

dp

dx′′1
=−

x′′1−x′1
x′′2[x′1(V

′

1−V ′′1 )+x′2(V
′

2−V ′′2 )]

(
∂µ′′1

∂x1

)
(5.40)

Similarly, the differential equations of the liquid and the vapor branches of
isopleths in a pT diagram (dx′1=dx′′1=0) are obtained as

dp

dT
=

x′′1(S
′

1−S′′1)+x′′2(S
′

2−S′′2)

x′′1(V
′

1−V ′′1 )+x′′2(V
′

2−V ′′2 )
(5.41)

dp

dT
=

x′1(S
′

1−S′′1)+x′2(S
′

2−S′′2)

x′1(V
′

1−V ′′1 )+x′2(V
′

2−V ′′2 )
(5.42)

Equations (5.39) through (5.42) are called coexistence equations or Gibbs–
Konowalow equations [67, 68].

Equations (5.39) and (5.40) can be further simplified by applying Equa-
tions (4.54) and (4.55) to the evaluation of the Vi as well as the µi; for the
latter, the relation (

∂µ1

∂x1

)
p,T
= x2G(2x) (5.43)
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Algorithm 2: Isothermal phase boundary curves of a binary mixture from the
Gibbs–Konowalow equations

Input: equation of state p(ρ,T), fundamental equation Am(ρ,T)
Data: temperature T , vapor pressure of pure component 2 pσ2
Result: bubble and dew point pressures
p′(x1),p

′′(x1),x1=0 . . .1

function Ey(p′,p′′,x1):
for phases α :=′,′′ do

solve pα=p(ρ,T) for ρα ;
Vαm :=1/ρα (select appropriate density);
calculate Vα

(x) using Eq. (4.66);

calculate Gα
(2x) using Eq. (5.53);

end
if 1x1 6=0 then

y1 :=−G′
(2x)/(V

′
(x)−(1Vm/1x1)) [Eq. (5.44)];

y2 :=−G′′
(2x)/(V

′′
(x)−(1Vm/1x1));

else
K1 := exp(−1µr,∞

1 )V ′′m/V
′
m [Eq. (5.73)];

y1 :=RT(K1−1)/1Vm [Eq. (5.78)];
y2 := y1/K1;

end
return (y1,y2);

end

p′ :=p′′ :=pσ2 ;
for x1 :=0 . . .1 do

apply Runge–Kutta method to y(p′,p′′,x1);
print x1,p

′,p′′;
end

is obtained. Consequently, the isothermal Gibbs–Konowalow equations
become8

dp

dx′1
=−

G′(2x)

V ′(x)−
V ′′m−V ′m
x′′1−x′1

(5.44)

dp

dx′′1
=−

G′′(2x)

V ′′(x)−
V ′′m−V ′m
x′′1−x′1

. (5.45)

These equations constitute a system of ordinary differential equations for the
(isothermal) bubble and dew point curves, with one of the pure-fluid vapor

8The limiting cases xi→0 are discussed in Section 5.5.3.
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pressures as the initial state. A possible realization is outlined in Algorithm 2. It
is very fast and does not suffer from convergence problems as many other meth-
ods. It might fail, however, if the underlying functions Gm(p,x1) and Vm(p,x1)

are discontinuous; this is indeed possible for vapor–liquid equilibria, and even
unavoidable in case of azeotropy. Furthermore, this algorithm is not useful for
liquid–liquid phase equilibria, because for them it is difficult to find an initial
state, as there is no liquid–liquid phase separation for pure fluids.

5.5.2 Algebraic Equations Based on the Gibbs Energy

Because of Eqs (4.54) and (4.55), the chemical potentials for a binary mixture
can be expressed as

µ1=

(
∂G

∂n1

)
p,T,n2

=Gm+x2

(
∂Gm

∂x1

)
p,T

µ2=

(
∂G

∂n2

)
p,T,n1

=Gm−x1

(
∂Gm

∂x1

)
p,T
.

(5.46)

Figure 5.8 gives a geometrical interpretation: when a tangent to a graph of the
Gibbs energy function Gm(x1) is constructed, the µi are the ordinate intercepts
at xi=0 (curve 1). The criterion of phase equilibrium, µ′i=µ

′′
i , is therefore

10 x1

Gm

µ2

µ1

1

µ′
2= µ2

″

µ′
1= µ1

″

2

3

4

5

x ′ x ″
1 1

FIGURE 5.8 Schematic representation of the molar Gibbs energy of a binary mixture. Curve 1:
stable case, a tangent, and the associated chemical potentials are indicated; curve 2: critical case;
curve 3: two-phase equilibrium, the connodal and spinodal curves are indicated; curves 4 and 5:
two-phase equilibrium, vapor–liquid equilibrium in the case of a Gibbs energy relation with three
branches (the cusps mark the boundaries of mechanical stability).
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equivalent to the construction of two tangents to the Gibbs energy function
having the same ordinate intercepts or – as it is usually expressed – to the con-
struction of a double tangent. This, however, is only possible if Gm(x1) has a
concave portion.

In such concave portions the molar Gibbs energy of the mixture with mole
fraction xi is larger than the average Gibbs energy of two adjacent states
xi±δx, i.e., the mixture is absolutely unstable against decomposition into two
coexisting phases.

The stability limit is evidently at the inflection point of the Gm(x1) function,
where the curvature G(2x) is zero. The locus of the inflection points is called the
binary spinodal.

As with the pure fluids, there are metastable regions (Gm(x1) concave, but
with positive curvature) between the spinodal states and the touching points of
the double tangent (connodal states), which are the true phase equilibrium states.

If two inflection points coincide, so that the concave region between them
vanishes, a critical point occurs; its mathematical conditions are

G(2x)=G(3x)=0, G(4x)>0 (5.47)

The inequality ensures that the global curvature of the Gibbs energy function
remains positive.9 This is discussed in more detail in Chapter 9.

Figure 5.8, curve 4, also demonstrates an alternative shape of the Gibbs
energy curve. As fluids can sometimes have more than one molar volume for a
given pressure and temperature (see Fig. 5.6), the Gibbs energy curve can have
two stable branches, and then it may be possible to construct a double tangent
between them. The stable branches are connected by a mechanically unstable
branch. There are inflection points on the stable branches, usually very close
to the cusps. A computer program that returned the lowermost (=most stable)
Gibbs energy only might never access the concave regions (regions of negative
curvature), so that a phase equilibrium calculation based on an analysis of the
local curvature might fail. If the cusps are outside the physically possible mole
fraction range, curve pair 5 results: one curve for the liquid and one for the
vapor, both convex.

Gibbs energy curves with more than one branch always occur in connection
with azeotropy.

Critical points and their vicinity deserve some special attention. Let us
assume that the molar volume along the phase boundary can be represented
by a Taylor series (this is not possible for xi→1!),

Vm=Vc
m+Vc

(x)(x1−xc)+
1

2
Vc
(2x)(x1−xc)

2
+·· · . (5.48)

9More accurately: the first nonvanishing derivative of even order must be positive.
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Then the denominator of the Gibbs–Konowalow Eq. (5.44) becomes

V ′(x)−
V ′′m−V ′m
x′′1−x′1

=Vc
(x)+(x

′

1−xc
1)V

c
(2x)+·· ·

−
1

x′′1−x′1

(
(x′′1−x′1)V

c
(x)+

1

2

(
x′′1

2
−x′1

2
−2xc

1(x
′′

1−x′1)
)

Vc
(2x)+·· ·

)

=−
1

2
(x′′1−x′1)V

c
(2x)+·· · .

(5.49)

Similarly, Eq. (5.45) gives a result where the phase labels are exchanged. Form-
ing the ratio of the two Gibbs–Konowalow equations and taking the limit
x′1,x

′′

1→ xc
1 then results in

lim
x′′1 ,x
′

1→xc
1

dx′′1
dx′1
=
(x′1−x′′1)V

c
(2x)

(x′′1−x′1)V
c
(2x)

=−1. (5.50)

This explains not only the terminal slopes of phase equilibrium curves in
McCabe–Thiele diagrams (cf. Fig. 2.11), but also the symmetrical shape of
phase envelopes in the immediate vicinity of critical points, i.e., x′′1−xc

1≈

xc
1−x′1.

Using this symmetry, we can rewrite Eq. (5.44) for near-critical conditions as

dp

dx′1
≈2

Gc
(2x)+(x

′

1−xc
1)G

c
(3x)

((2xc
1−x′1)−x′1)V

c
(2x)

. (5.51)

Because of the critical conditions G(2x)=G(3x)=0, this equation and the anal-
ogous equation for the other phase yield a slope of dp/dx=0 for the phase
boundaries. Except for the case of x1→1 (discussed in Section 5.5.4), this
means that critical points of binary mixtures must be local pressure minima or
maxima of the phase boundaries in px diagrams. Similarly, critical points must
be temperature extrema in Tx diagrams. This, however, is only true for binary
mixtures.

We have to stress again that these derivatives of the Gibbs energy are cal-
culated at constant pressure. As equations of state are usually pressure explicit,
it is better to express these derivatives in terms of derivatives of the Helmholtz
energy. This can conveniently be done with the help of Jacobian determinants.
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Applying Eq. (4.63) immediately gives

G(x)=

(
∂(Am+pVm)

∂x

)
p
=

(
∂Am

∂x

)
p
+p

(
∂Vm

∂x

)
p

(5.52)

=A(x)+A(V)V(x)−A(V)V(x)=A(x)
G(2x)=A(2x)+A(Vx)V(x) (5.53)

G(3x)=A(3x)+3A(V2x)V(x)+3A(2Vx)V
2
(x)+A(3V)V

3
(x) (5.54)

G(4x)=A(4x)+4A(V3x)V(x)+6A(2V2x)V
2
(x)+4A(3Vx)V

3
(x)

+A(4V)V
4
(x)−

3

A(2V)

(
A(V2x)+2A(2Vx)V(x)+A(3V)V

2
(x)

)2
(5.55)

These relations can be used to discuss the stability or instability of mix-
tures. Mixtures are (locally) stable if G(2x)>0 (diffusion stability) and A(2V)>

0 (mechanical stability). But which property, G(2x) or A(2V), becomes zero
first when a phase separation occurs? This question can be answered with a
gedankenexperiment: we assume that we have a fluid mixture in a stable state
with G(2x)>0 and A(2V)>0. Now we manipulate the temperature, the pressure,
or the composition in such a way that A(2V) decreases, i.e., we drive the fluid
toward a region of mechanical instability. Because of Eqs (4.66) and (5.53),
G(2x) can be expressed as

G(2x)=A(2x)−
A2
(Vx)

A(2V)
. (5.56)

As A2
(Vx) cannot become negative, decreasing A(2V) lets the fraction on the right-

hand side grow without bounds. If A(2x) remains finite, at one point of our path
the right-hand side of the equation becomes negative, i.e., diffusion instability
sets in, while A(2V) is still positive.

We conclude from this gedankenexperiment that an arbitrary fluid mixture
always exhibits diffusion instability before it becomes mechanically unstable.

The only exceptions from this rule are pure fluids and critical azeotropes;
for the latter, the mathematical criteria of binary critical points cannot be used.
But as azeotropes behave like pure substances, it is possible to use the critical
conditions of pure fluids,

A(2V)=A(3V)=0, (5.57)

plus a condition for the exclusion of local concavity:

A(Vx)=0. (5.58)

Because of this, in the gedankenexperiment G(2x), A(2V), and A(Vx) become zero
simultaneously, so that the systems reaches the limits of mechanical stability
and diffusion stability at the same time.
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Now we come back to the computation of two-phase equilibria. For this we
recall the equilibrium condition

µ′i(p,T,Ex
′)=µ′′i (p,T,Ex

′′) i=1, . . .N, (5.59)

which constitutes a system of N nonlinear equations for the 2(N−1) inde-
pendent mole fractions, pressure, and temperature; evidently there are more
variables than equations, and it is up to the user to decide which quantities are
kept fixed and which are calculated.

A frequently occurring task is the calculation of the vapor pressure and com-
position for a liquid of known composition at a prescribed temperature (or for
the boiling point at a specified pressure). But especially for binary mixtures the
calculation of the compositions of two coexisting phases at given temperature
and pressure is also an important task.

The system of equations, Eq. (5.59), can be solved with several methods.
One of the oldest approaches is a successive substitution scheme as outlined in
Algorithm 3. It is based on the realization that the chemical potentials can be
split into lnxi terms, residual terms, and intrinsic terms; the latter must cancel in
phase equilibrium calculations. Therefore Eq. (5.59) can be rewritten as

RT lnKi=RT ln
x′′i
x′i
=µr ′

i (p,T,Ex
′)−µr ′′

i (p,T,Ex
′′)+RT ln

V ′′m
V ′m
. (5.60)

Algorithm 3: Successive-substitution method for the calculation of fluid phase
equilibria of mixtures

Input: equation of state p(Vm,Ex,T), fundamental equation Am(Vm,Ex,T)
Data: mole fractions of the fixed phase: Ex ′; estimates of the results
Result: equilibrium pressure p, composition of the other phase Ex ′′

function EK(Ex ′,Ex ′′,p,T):
for phases ′ and ′′ do

calculate phase volume Vm(p,T,Ex);
for components i=1 . . .n do µr

i =µ
r
i(Vm,T,Ex)

end
for components i=1 . . .n do Ki= exp((µr ′

i −µ
r ′′
i )/RT)

end

repeat
EK= EK(Ex ′,Ex ′′,p);
for components i=1 . . .n do x′′i =Kix′i;
p=p(V ′′m,T,Ex

′′);
until convergence;
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With a reasonably good estimate of the phase compositions it is thus possible to
calculate the residual chemical potentials and thus the K factors. These can then
be converted into (hopefully) better estimates for the mole fractions.

The convergence of this algorithm is sometimes slow. Acceleration schemes
have been proposed in the literature. The direct application of a modern non-
linear equation solver, e.g., the Marquardt–Levenberg method (see Appendix
A.13) is perhaps advantageous, but it is important to take precautions against
this algorithm drifting into negative mole fractions.

Usually, the main problem is finding appropriate initial values. The algo-
rithm sometimes fails to converge, particularly in the vicinity of critical points
or three-phase states. A possible solution is “scanning” Gm(x) for concave por-
tions and using their boundaries as initial values, but this brute force approach
is very inefficient for multicomponent mixtures. Another disadvantage of Algo-
rithm 3 and its variants is that the phase volumes have to be calculated at each
iteration step.

The algorithm of Michelsen [69, 70] does not solve an algebraic equation
like Eµ ′= Eµ ′′, but tries to construct the tangent plane to the Gibbs energy sur-
face with an efficient minimization method. It requires the calculation of molar
volumes at every step, too.

An algorithm that finds initial values and solves the equilibrium conditions
without volume calculations is proposed in Section 5.8.

In the special case of an ideal liquid mixture in equilibrium with an ideal-gas
phase, Eq. (5.59) can be written as

Gl
m,i(p,T)+RT lnxli=Gg

m,i(p
σ
i ,T)+RT ln

pi

pσi
. (5.61)

The left-hand side follows immediately from Eq. (4.45) by setting the excess
function to zero; the right-hand side follows from Eq. (4.18) after substi-
tuting the ideal-gas law. At the boiling point of the pure component i, the
molar Gibbs energies of liquid and vapor must be equal (we tacitly assume
Gm,i(p,T)≈Gm,i(pσi ,T) for liquids); therefore these term cancel. The result is

xli=
pi

pσi
. (5.62)

This is Raoult’s law again: an ideal mixture is therefore also ideal in the sense
that it obeys Raoult’s law.

5.5.3 Vapor–Liquid Equilibria at Infinite Dilution

Let us assume that a binary mixture consists mostly of component 2 and that
component 1 is present in trace amounts only. Still, for the vapor–liquid equi-
librium of the mixture the condition µl

1=µ
g
1 must hold. Splitting the chemical



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 10-ch05-099-156-9780444563477” — 2012/3/1 — 3:07 — page 121 — #23

5.5 | Phase Equilibria of Binary Mixtures 121

potentials into intrinsic, ideal gas, and residual contributions gives

µ

1 +RT ln

xl1V

m

V l
m
+µ

r,l
1 =µ



1 +RT ln

xg1V

m

Vg
m
+µ

r,g
1 . (5.63)

The intrinsic terms cancel, of course. Rearrangement of terms leads to

xg1V l
m

xl1Vg
m
= exp

(
µ

r,l
1 −µ

r,g
1

RT

)
. (5.64)

Multiplying both sides of this equation with the pressure and observing that
p1=pxg1 is the partial pressure of component 1 in the vapor phase (Dalton’s
law) then gives

p1V l
m

xl1Vg
m
=p exp

(
µ

r,l
1 −µ

r,g
1

RT

)
. (5.65)

The limiting ratio of the fugacity of component 1, f1, and its mole fraction
in the liquid phase is called Henry’s constant:

KH,12≡ lim
xl1→0

f1

xl1
(5.66)

Substituting the definition of the fugacity, Eq. (4.75) yields

KH,12= lim
xl1→0

[
p1

Zxl1
exp

(
µ

r,g
1

RT

)]
(5.67)

Using Eq. (5.65) to eliminate p1 finally leads to

KH,12=
RT

V l
m,2

exp

(
µ

r,l,∞
1

RT

)
, (5.68)

where the infinity symbol indicates that the chemical potential must be cal-
culated in the limit of infinite dilution. This, however, is possible: residual
chemical potentials do not diverge at infinite dilution, but retain finite values xi

pi
KH,12

(cf. Section 4.3). In this limit, the molar volume of the liquid becomes the
orthobaric liquid molar volume of the majority component 2.

This equation is often used to predict gas solubilities from computer sim-
ulations, for there are efficient methods by which these can generate residual
chemical potentials.

The values of Henry’s constants are the results of a balance between the
energy of solvation, the energy required to make a cavity large enough for the
solute molecules, and the entropy associated with the solvent structure. For
many (not chemically reacting) gas/solvent pairs, Henry’s constant increases
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with temperature (i.e., the gas solubility decreases), but passes through a
maximum at high temperatures.

Evaluating the equilibrium condition of component 2 leads – in analogy to
Eq. (5.65) – to the following relation:

p2V l
m

xl2Vg
m
=pexp

(
µ

r,l
2 −µ

r,g
2

RT

)
. (5.69)

Taking the logarithm and rearranging yields

RT ln
p2

xl2p
=µ

r,l
2 −µ

r,g
2 +RT ln

Vg
m

V l
m
. (5.70)

In the limit xl2→1, the molar volumes become the pure-fluid molar volumes of
component 2, and p its vapor pressure. Furthermore, the right-hand side of the
previous equation becomes

µ
r,l
2 −µ

r,g
2 +RT ln

Vg
m

V l
m
→Gr,l

m,2−Gr,g
m,2+RT ln

Vg
m,2

V l
m,2

=Gl
m,2−Gg

m,2=0,

(5.71)

which is the phase equilibrium condition for pure component 2. Eq (5.69)
therefore reduces toxi

pi

p2

xl2
=pσ2 , (5.72)

which is Raoult’s law again.
Equation (5.64) can be used to express the K factor of component 1 at infinite

dilution:

K∞1 =
xg1
xl1
=

Vg
m,2

V l
m,2

exp

(
µ

r,l,∞
1 −µ

r,g,∞
1

RT

)
. (5.73)

From this equation, the limiting slopes of the phase boundary curves can be
derived. For this we rewrite the isothermal Gibbs–Konowalow equations (5.44)
and (5.45) as

dp

dxl1
=−

(xg1−xl1)G
l
(2x)

(xg1−xl1)V
l
(x)−(V

g
m−V l

m)
(5.74)

and

dp

dxg1
=−

(xg1−xl1)G
g
(2x)

(xg1−xl1)V
g
(x)−(V

g
m−V l

m)
. (5.75)
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Now it is important to remember that, because of the definition of the excess
Gibbs energy, Eq. (4.44),

Gm=G

m +RT(x1 lnx1+x2 lnx2)+GE, (5.76)

the dominating and diverging part of G(2x) at small concentrations of x1 is

G(2x)'
RT

x1
. (5.77)

Using this observation to eliminate Gl
(2x) or Gg

(2x), respectively, substituting

xg1=K∞1 xl1, and taking the limit x1→0 leads to

dp

dxl1

∣∣∣∣
x1→0

=
RT(K∞1 −1)

Vg
m−V l

m

. (5.78)

and

dp

dxg1

∣∣∣∣
x1→0

=
RT(1−1/K∞1 )

Vg
m−V l

m

, (5.79)

where K∞1 is taken from Eq. (5.73) or, for ideal mixtures, from Eq. (2.8). The
last two equations represent the initial and final slopes of bubble and dew point
curves.

5.5.4 Mixtures in the Vicinity of Pure-Fluid Critical Points

Another application of the Gibbs–Konowalow equations is the calculation of the
limiting slope of phase boundary curves for x1→1. For this we start from the
isothermal Gibbs–Konowalow equation for the bubble point curve, Eq. (5.44),
and express G′(2x) and V ′(x) with derivatives of the Helmholtz energy, Eqs (5.56)
and (4.66):

dp

dx′1
=−

G′(2x)

V ′(x)−
V ′′m−V ′m
x′′1−x′1

=−

A(2x)−
A2
(Vx)

A(2V)

−
A(Vx)
A(2V)
−

V ′′m−V ′m
x′′1−x′1

=
A(2V)A(2x)−A2

(Vx)

A(Vx)+A(2V)
V ′′m−V ′m
x′′1−x′1

. (5.80)

On approaching the critical point along the phase boundary, V ′m and V ′′m
become equal. Consequently, the Vm(x1) curve touches the Vm axis with a ver-
tical tangent (see Fig. 2.16). Alternatively, we can state that the function x1(Vm)

has got a zero slope. The Taylor expansion of this function must therefore have
the general shape

x′1=1+α(1V ′m)
2
+·· · x′′1=1+α(1V ′′m)

2
+·· ·

with 1Vm=Vm−Vmc,1,
(5.81)
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where α is a negative parameter. Consequently10,

1V ′′m
1V ′m

=−

√
1−x′′1
1−x′1

=−

√
K2 (5.82)

and

x′′1−x′1=α(1V ′′m+1V ′m)(V
′′
m−V ′m)

=α(1−
√

K2)1V ′m(V
′′
m−V ′m).

(5.83)

Inserting this into Eq. (5.80) gives

dp

dx′1

∣∣∣∣
x1→1

=
A(2V)A(2x)−A2

(Vx)

A(Vx)+A(2V)
1

α(1−
√

K2)1V ′m

. (5.84)

Now K2 usually runs to a value different from 1 for x1→1 (cf. Fig. 2.7). Fur-
thermore, all equations of state show an at least third-order behavior close to
the critical point, so that A(2V)=−p(V) should vanish with (1Vm)

2. So, we
can conclude that the second term in the denominator of Eq. (5.84) vanishes
with (1Vm)

1 when the pure-fluid critical point is approached. Then Eq. (5.84)
reduces to

dp

dx′1

∣∣∣∣
x1→1

=
A(2x)A(2V)−A2

(Vx)

A(Vx)
(5.85)

or, as A(2V)=0 at a pure-fluid critical point, to

dp

dx′1

∣∣∣∣
x1→1

=−A(Vx). (5.86)

This result is also known as Krichevsky’s parameter, and it is perhaps sur-
prising: a pure-fluid critical point is an endpoint of a critical curve of a mixture,
and binary critical points are minima or maxima of phase boundary curves;

p

x

hence one might expect dp/dx1 to be zero. But this is evidently not the case (see
also Fig. 2.14). The limiting slope at a pure-fluid critical point is zero only in
case of border azeotropy.

An analogous analysis can be made for the limiting slope of a dew point
curve at a pure-fluid critical point, with the same result: consequently, the dew
point curve and the bubble point curve have the same slope at the pure-fluid
critical point, thus forming a cusp.

10We assume V ′′m>Vmc,1, V ′m<Vmc,1. Hence 1V ′′m and 1V ′m must have opposite signs.
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5.5.5 The Isobaric Phase Diagram of an Ideal Mixture

The evaluation of the phase equilibrium criterion µ′i=µ
′′
i usually leads to sys-

tems of algebraic equations which can be solved numerically only. In the case
of an ideal mixture, however, an analytical solution can be given.

For an ideal mixture, the only contribution to the Gibbs energy of mixing
comes from the ideal mixing entropy [cf. Eq. (4.44)]:

Gm(p,T,Ex)=
N∑

i=1

xiGm,i(p,T)+RT
N∑

i=1

xi lnxi (5.87)

Then the chemical potential of component i is

µi(p,T,xi)=Gm,i(p,T)+RT lnxi. (5.88)

From now on we will omit the pressure from the function arguments, for
we are dealing with isobaric conditions. The phase equilibrium conditions then
become

µ
g
i (T,x

g
i )=Gg

m,i(T)+RT lnxgi

=Gl
m,i(T)+RT lnxli=µ

l
i(T,x

l
i),

(5.89)

or, after some rearrangements,

Ki=
xgi
xli
= exp

(
Gl

m,i(T)−Gg
m,i(T)

RT

)
. (5.90)

For the difference of the Gibbs energies of pure component i we can write

Gl
m,i(T)−Gg

m,i(T)=
(

Hl
m,i(T)−TSlm,i(T)

)
−

(
Hg

m,i(T)−TSgm,i(T)
)

=−1vapHm,i(T)+T1vapSm,i(T).
(5.91)

As the temperature variation in an isobaric vapor–liquid phase diagram is usu-
ally not very large, we can approximate 1vapHm,i(T) by its value at the boiling
temperature of the pure component, Tb,i; the corresponding entropy of evapora-
tion is 1vapSm,i(Tb,i)=1vapHm,i(Tb,i)/Tb,i. Thus, the Gibbs energy difference
becomes

Gl
m,i(T)−Gg

m,i(T)≈−1vapHm,i(Tb,i)+T1vapSm,i(Tb,i)

=−1vapHm,i(Tb,i)+
T

Tb,i
1vapHm,i(Tb,i).

(5.92)

Inserting this into Eq. (5.90) gives

Ki(T)= exp

[
1vapHm,i(Tb,i)

R

(
1

Tb,i
−

1

T

)]
. (5.93)
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Evidently, the logarithms of the K factors are linear functions of the reciprocal
temperature.

Incidentally, the exponential term represents the equation of Clausius and
Clapeyron, so that it is possible to write

Ki(T)=
pσi (T)

pσi (Tb,i)
, (5.94)

where pσi (T) is the vapor pressure of component i.
The conversion of the Ki to xi is a linear problem. For a binary mixture, the

bubble point curve is given by

xl1=
K2−1

K2−K1
(5.95)

and the dew point curve by

xg1=
K1(K2−1)

K2−K1
. (5.96)

In contrast to the isothermal phase diagram (cf. Section 2.1.2), none of these
curves is linear.

5.5.6 Azeotropy

At an azeotropic point the coexisting phases have the same composition, x′1=
x′′1 ; in this case the Gibbs–Konowalow Eqs (5.39) and (5.40) reduce to

dp

dx′1
=

dp

dx′′1
=0. (5.97)

An azeotropic point is evidently an extremum of both the bubble point curve
and the dew point curve; both curves come together with zero slope, they
“osculate.”11 Equations (5.41) and (5.42) reduce to

dp

dT

∣∣∣
az
=

x1S′1+x2S′2−x1S′′1−x2S′′2
x1V ′1+x2V ′2−x1V ′′1 −x2V ′′2

=
S′m−S′′m
V ′m−V ′′m

=
1Sm

1Vm
, (5.98)

i.e., azeotropic curves in a pT projection obey the Clausius–Clapeyron equation
as do the vapor pressure curves of pure substances, and like these they can
neither have temperature nor pressure extrema.

11From Latin, osculare = to kiss.
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In order to deal with the special case of a critical azeotropic point, we expand
the numerator and the denominator of Eq. (5.98):

p

Tdp

dT

∣∣∣
az
=
(S′′m−Sc,az

m )−(S′m−Sc,az
m )

(V ′′m−Vc,az
m )−(V ′m−Vc,az

m )

=

(S′′m−Sc,az
m )−(S′m−Sc,az

m )

x1−xc,az
1

(V ′′m−Vc,az
m )−(V ′m−Vc,az

m )

x1−xc,az
1

(5.99)

At a critical point the two phases become identical, hence the volume and
entropy differences become zero. The slope at the critical azeotropic point can
then be obtained by taking the limit x1→ xc,az

1 twice:12

dp

dT

∣∣∣
c,az
= lim

x1→xc,az
1

S′′m−Sc,az
m

x1−xc,az
1

−
S′m−Sc,az

m

x1−xc,az
1

V ′′m−Vc,az
m

x1−xc,az
1

−
V ′m−Vc,az

m

x1−xc,az
1

= lim
x1→xc,az

1

S′′(x)−S′(x)
V ′′(x)−V ′(x)

=
S(2x)

V(2x)

(5.100)

This, however, is also the result of Eq. (5.103). Evidently, the azeotropic curve
and the critical curve have the same slope at the critical azeotropic point.

5.6 CRITICAL CURVES

5.6.1 Differential Equations

Information about the shape of critical curves can be obtained from the total
differential of G(2x), which in turn can be obtained from the total differential of
Gm(p,T,x1) by two-fold differentiation:

dGm=Vm dp−Sm dT+G(x) dx1 (5.101)

dG(2x)︸ ︷︷ ︸
=0

=V(2x) dp−S(2x) dT+G(3x) dx1︸ ︷︷ ︸
=0

(5.102)

Because of Eq. (5.47) the indicated terms vanish; the remaining terms can be
rearranged to give

dp

dT

∣∣∣
c
=

S(2x)

V(2x)
(5.103)

12or by applying l’Hôpital’s rule twice.
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The left-hand side represents the slope of a critical curve in a pT projection.
The shape of critical curves depends on curvatures of derivatives of the Gibbs
energy.

Because of the definition of the Gibbs energy, Eq. (4.9), the curvature of the
molar entropy is

S(2x)=
H(2x)

T
−

G(2x)

T
. (5.104)

Here, the second term can be omitted because of G(2x)=0 along critical curves.
Together with Eq. (5.103), this leads to the following equation for the slope of
a critical curve in a pT diagram:

dp

dT

∣∣∣∣
c

=
H(2x)

TV(2x)
(5.105)

Therefore, a pressure maximum or minimum of a critical curve implies
H(2x)=0; likewise, a temperature minimum or maximum implies V(2x)=0, as
shown in Fig. 5.9.

The second derivatives of the molar volume and enthalpy can in principle be
related to excess functions. Because of Eq. (4.42), the molar volume of binary
mixtures can be written as

Vm= x1Vm,1+x2Vm,2+VE, (5.106)

hence the second derivative is

V(2x)=

(
∂2VE

∂x2
1

)
, (5.107)

and analogous expressions are obtained for the enthalpy. These equations are
formally exact. But, as mentioned in Section 4.3.2 already, excess functions
should only be used if the two pure components at the given pressure and

p

T

V(2x)= 0

H(2x)= 0

H(2x)= 0

FIGURE 5.9 Schematic pT phase diagram of a class IIIm system. The extrema of the critical curve
correspond to zeros of the curvature of the molar volume function or the molar enthalpy function.
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temperature have the same state of aggregation. In such a case, the excess func-
tions can be approximated with a number of mathematical models and empirical
functions. The simplest function for this purpose is that of Porter, Eq. (4.46),
which for the molar volume is

VE
=4VE

maxx1x2. (5.108)

With this ansatz, the curvature of the second derivative of the molar volume
becomes

V(2x)=−8VE
max. (5.109)

An analogous treatment of the enthalpy gives

H(2x)=−8HE
max. (5.110)

Consequently, the slope of a critical curve in a pT diagram becomes

dp

dT

∣∣∣∣
c

≈
HE

max

TVE
max

. (5.111)

According to this equation, pressure extrema of critical curves are states where
the excess enthalpy is zero, and temperature extrema states where the excess
volume vanishes. We must stress, however, that this consideration is practically
restricted to l= l critical curves, and that Porter’s function is usually a too crude
approximation.

The slope of the critical curve in the Tx projection can be obtained from the
total differential of the second critical condition, which must be zero for critical
states:

dG(3x)=−S(3x) dT+V(3x) dp+G(4x) dx1=0 (5.112)

Using Eq. (5.103) to eliminate dp yields

dT

dx1

∣∣∣∣
c

=
G(4x)

S(3x)−V(3x)
dp
dT

∣∣
c

=
G(4x)

S(3x)−
V(3x)S(2x)

V(2x)

. (5.113)

Alternatively dT can be eliminated, which gives

dp

dx1

∣∣∣∣
c

=
G(4x)

−V(3x)+S(3x)
dT
dp

∣∣
c

=
G(4x)

−V(3x)+
S(3x)V(2x)

S(2x)

. (5.114)

The last two equations can be used to construct a fast method for the compu-
tation of critical curves, which does not suffer from the convergence problems
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Algorithm 4: Critical curves from differential equations

Input: equation of state: p(ρ,T,x1), fundamental equation: Am(ρ,T,x1)

Data: pure-components critical data, pc,i and Tc,i
Result: critical curve(s) p(x1),T(x1),x1=0 . . .1

function Ec(p,T,x1):
calculate the density ρ from the equation of state;
calculate A(2V),A(Vx),A(2x),A(3V),A(2Vx), . . .;
calculate A(2VT),A(VxT),A(2xT),A(3VT),A(2VxT), . . .;
calculate S(2x),V(2x),S(3x),V(3x),G(4x);

c1=
dT
dx1

(Eq. (5.113));

c2=
dp
dx1

(Eq. (5.114));

end

p(0) :=pc,2, T(0) :=Tc,2;
for x1 :=1 . . .0 do

calculate (p(i),T(i)) from (p(i−1),T(i−1)) by applying the Runge–Kutta
algorithm to Ec(p,T,x1);

if p(i),T(i)≤0 or unreasonably large then terminate loop
end
if loop 1 terminated then

p(0) :=pc,1, T(0) :=Tc,1;
for x1 :=0 . . .1 do

calculate (p(i),T(i)) from (p(i−1),T(i−1)) by applying the Runge–Kutta
algorithm to Ec(p,T,x1);

if p(i),T(i)≤0 or unreasonably large then terminate loop
end

end

of other methods (see the next section): Eqs (5.113) and (5.114) form a sys-
tem of first-order differential equations, which can be solved numerically, using
the pure-component critical points as initial values (see Algorithm 4). As there
are phase diagram classes where there is no continuous critical curve con-
necting the pure-fluid critical points, it is advisable to start the calculation
at x1=0 as well as x1=1. This approach, however, has got two important
disadvantages:

l In some phase diagram classes there are critical curves that are not origi-
nating at the critical points of the pure components, e.g., the liquid–liquid
critical curve of class II. These curves would not be found.

l It is not granted that the mole fractions increase or decrease monotoni-
cally along a critical curve. It might be necessary to make another variable
the independent variable, or even to switch the independent variables
automatically.
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5.6.2 Algebraic Equations

The conditions of a binary critical point, G2x=0 and G(3x)=0, can be general-
ized for multicomponent mixtures:

D2≡

∣∣∣∣∣∣∣∣∣∣∣∣

∂2Gm
∂x2

1

∂2Gm
∂x1∂x2

. . . ∂2Gm
∂x1∂xN−1

∂2Gm
∂x2∂x1

∂2Gm
∂x2

2
. . . ∂2Gm

∂x2∂xN−1

...
...

. . .
...

∂2Gm
∂xN−1∂x1

∂2Gm
∂xN−1∂x2

. . . ∂2Gm
∂x2

N−1

∣∣∣∣∣∣∣∣∣∣∣∣
=0 (5.115)

D3≡

∣∣∣∣∣∣∣∣∣∣∣∣

∂2Gm
∂x2

1

∂2Gm
∂x1∂x2

. . . ∂2Gm
∂x1∂xN−1

∂2Gm
∂x2∂x1

∂2Gm
∂x2

2
. . . ∂2Gm

∂x2∂xN−1

...
...

. . .
...

∂D2
∂x1

∂D2
∂x2

. . .
∂D2
∂xN−1

∣∣∣∣∣∣∣∣∣∣∣∣
=0 (5.116)

Gm(p,T,Ex) is a function of pressure, whereas equations of state or funda-
mental equations that can be used to calculate Gm are usually functions of the
molar volume. Moreover, Gm is not a true function, but may be multivalent:
there can be more than one molar volume, and hence Gibbs energy value, for a
given pressure (cf. Figs. 5.6 or 5.8). Therefore, the previous two equations are
not very useful for practical calculations.

Using Eqs (5.53) and (5.54), these criteria can be expressed in terms of
derivatives of the Helmholtz energy. For binary mixtures the results are:

G(2x)=A(2x)−
A2
(Vx)

A(2V)
=0 (5.117)

G(3x)=A(3x)−
3A(V2x)A(Vx)

A(2V)
+

3A(2Vx)A2
(Vx)

A2
(2V)

−
A(3V)A3

(Vx)

A3
(2V)

=0 (5.118)

Multiplying with suitable powers of A(2V), which should be positive for stable
states, then leads to

D2≡A(2x)A(2V)−A2
(Vx)=

∣∣∣∣A(2x) A(Vx)

A(Vx) A(2V)

∣∣∣∣=0 (5.119)

D3≡ A(3x)A
3
(2V)−3A(V2x)A(Vx)A

2
(2V)+3A(2Vx)A

2
(Vx)A(2V)

−A(3V)A
3
(Vx)=

∣∣∣∣∣A(2x) A(Vx)
∂D2
∂x1

∂D2
∂Vm

∣∣∣∣∣=0.
(5.120)
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Here we have introduced a notation with determinants, which renders the
expressions more compact.

These criteria can also be extended to multicomponent mixtures; the results
are:13

D2≡

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∂2Am
∂x2

1

∂2Am
∂x1∂x2

. . . ∂2Am
∂x1∂xN−1

∂2Am
∂x1∂Vm

∂2Am
∂x2∂x1

∂2Am
∂x2

2
. . . ∂2Am

∂x2∂xN−1

∂2Am
∂x2∂Vm

...
...

. . .
...

...
∂2Am

∂xN−1∂x1

∂2Am
∂xN−1∂x2

. . . ∂2Am
∂x2

N−1

∂2Am
∂xN−1∂Vm

∂2Am
∂Vm∂x1

∂2Am
∂Vm∂x2

. . . ∂2Am
∂Vm∂xN−1

∂2Am
∂2Vm

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=0 (5.121)

D3≡

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∂2Am
∂x2

1

∂2Am
∂x1∂x2

. . . ∂2Am
∂x1∂xN−1

∂2Am
∂x1∂Vm

∂2Am
∂x2∂x1

∂2Am
∂x2

2
. . . ∂2Am

∂x2∂xN−1

∂2Am
∂x2∂Vm

...
...

. . .
...

∂2Am
∂xN−1∂x1

∂2Am
∂xN−1∂x2

. . . ∂2Am
∂2xN−1

∂2Am
∂xN−1∂Vm

∂D2
∂x1

∂D2
∂x2

. . .
∂D2
∂xN−1

∂D2
∂Vm

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=0 (5.122)

The equations for the Di can then be solved for the critical molar volume and
temperature. Experience shows, however, that the straightforward application of
a nonlinear root finder – even an advanced one like the Marquardt–Levenberg
method – is rather hopeless: the range of convergence is rather small. Most
reliable methods for the calculation of critical states of mixtures use sequential
approaches.

Algorithm 5 scans the molar volume of a mixture with a given composi-
tion and solves G(2x)=0 for the temperature. Then it evaluates G(3x). If during
the scan G(3x) changes its sign, the accurate critical molar volume is determined
with a regula falsi method. For the critical coordinates thus established, the pres-
sure is calculated; furthermore, various stability tests are made, e.g., the signs
of A(2V) or G(4x) are checked. Finally, the results have to be assigned to critical
curves and sorted.

The latter is not a trivial matter, as is possible in binary mixture calcula-
tions to have four or more critical points at one mole fraction. Furthermore, the
stability tests deserve some considerations: stable critical points should have

l positive pressure, p>0
l local mechanical stability, A(2V)>0,

13For criticism of these criteria, see Section 5.8.
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Algorithm 5: Critical curves from algebraic equations (generally applicable
method) [71]

Input: equation of state: p(ρ,T,x1), fundamental equation: Am(ρ,T,x1)

Data: pure-components critical data, pc,i and Tc,i
Result: critical curve(s) p(x1),T(x1),x1=0 . . .1

function D2(Vm,T,x1):
calculate A(2V),A(Vx),A(2x);

return D2 :=A(2V)A(2x)−A2
(Vx);

end
function D3(Vm,x1):

for T :=1.5Tc,2 . . .0.2Tc,1 do
evaluate D2;
if change of sign then

solve D2(T)=0 (regula falsi method);
calculate A(3V),A(2Vx),A(V2x),A(3x);
return D3 [Eq. (5.120)];

end
end

end

for x1 :=0 . . .1 do
estimate Vmin,Vmax for volume scan;
for Vm :=Vmax . . .Vmin do

evaluate D3;
if change of sign then

solve D3=0 (regula falsi method);
apply stability criteria;
store x1,Vm,T;
resume volume scan;

end
end

end
for all critical points do

find nearest neighbours in p,T,x1,Vm space;
group into critical curves;

end

l local diffusion stability, G(4x)>0,
l and global diffusion stability,

∑
xn

i (µ
n
i −µ

c
i )>0 for all xn

i .

The last criterion considers the stability against a phase split into noncritical
phases. This will be discussed in the next section.
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Whether one should exclude unstable or metastable critical points from the
results of the computation depends on the circumstances. For a comparison with
experimental results they are usually not needed.14 For the identification of
critical curves and for the determination of phase diagram classes, however,
they can be useful.

Algorithm 5 is good for binary mixtures only, although an extension to mul-
ticomponent mixtures is possible. It is very robust and locates all critical curves
in one sweep, even liquid–liquid curves.

Only critical curves with almost constant mole fractions might pose a prob-
lem, namely if their mole fractions fall between the mole fractions of the x1
search grid, which can sometimes happen with l= l critical curves. It is there-
fore important to use a narrow x1 spacing in regions of interest. Alternatively,
one might do the Vm scan in the outer loop and the x1 scan in the inner
loop.

For some simple equations of state, like the van der Waals equation, all
required derivatives have the common shape

A(iVjx)=Tf rep
ij (Vm)− f att

ij (Vm). (5.123)

In this case, the condition (5.119) reduces to a quadratic equation in T . For more
complicated equations it is necessary to use an iterative scheme, but this is not
a problem, for G(2x)(T) has got an approximately parabolic shape.

The algorithm of Heidemann and Khalil [72] is similar to the previous one,
although it uses a different mathematical concept and was designed for multi-
component mixtures. It is based on a Taylor series of the Helmholtz energy at a
state having the amounts of substances En= (n1,n2, . . .):

A(V,T, En)= A0+

N∑
i=1

(
∂A

∂ni

)
1ni+

1

2

N∑
i=1

N∑
j=1

(
∂2A

∂ni∂nj

)
1ni1nj

+
1

6

N∑
i=1

N∑
j=1

N∑
k=1

(
∂3A

∂ni∂nj∂nk

)
1ni1nj1nk+·· ·

(5.124)

The first two terms can be omitted from further considerations; they are not zero,
but do not contribute to the curvature of the Helmholtz energy and are therefore
not relevant for the phase stability.

For a stable state En each fluctuation1En lets A increase. At the stability limit,
the second-order term vanishes. For a mathematical formulation of the stability

14There are exceptions: so it is possible to realize negative pressures experimentally, although
usually not for long periods of time.
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criterion we consider the Hessian matrix

Q=


∂2A
∂n2

1

∂2A
∂n1∂n2

. . . ∂2A
∂n1∂nN

∂2A
∂n2∂n1

∂2A
∂n2

2
. . . ∂2A

∂n2∂nN

. . . . . . . . . . . .
∂2A

∂nN∂n1

∂2A
∂nN∂n2

. . . ∂2A
∂n2

N

 (5.125)

For a stable state, detQ>0 must be true. At the stability limit the determinant
vanishes:

detQ=0 (5.126)

Consequently,15 there must exist a nontrivial eigenvector, the so-called fluctua-
tion vector, fulfilling the condition

Q ·1En=0. (5.127)

1En represents a fluctuation of the local composition away from the equilibrium
state; at a critical point, such fluctuations encounter no “opposing forces”. For
a critical state, the third-order term of Eq. (5.124) must also vanish; hence, the
fluctuation vector must also fulfill

A3=

N∑
i=1

N∑
j=1

N∑
k=1

(
∂3A

∂ni∂nj∂nk

)
1ni1nj1nk=0. (5.128)

The last three equations define the algorithm of Heidemann and Khalil,
Algorithm 6.

5.6.3 Critical Endpoints

How does a critical curve behave when it runs from a stable or metastable region
(G(4x)>0) to an unstable one (G(4x)<0)? Equation (5.103) does not depend on
G(4x), hence the stable and the unstable branch come together in the pT pro-
jection with the same slope. Combining Eqs. (5.103) and (5.112) at G(4x)=0
leads to

dp

dT

∣∣∣∣
cc

=
S(3x)

V(3x)
(5.129)

(cc = critical cusp). Inserting this into Eq. (5.102) to eliminate dp leads to

dT

dx1

∣∣∣∣
cc

=
G(3x)

S(2x)−V(2x)S(3x)/V(3x)
. (5.130)

15Some useful relations of linear algebra are given in the Appendix.
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Algorithm 6: Critical curves from algebraic equations (method of Heidemann and
Khalil) [72]

Input: equation of state: p(ρ,T,Ex), fundamental equation: Am(ρ,T,Ex)
Data: pure-components critical data, pc,i and Tc,i
Result: critical curve(s) p(Ex),T(Ex)

function q(V,T, En):

calculate Qij=
∂2A
∂ni∂nj

;

return detQ;
end
function A3(V,T, En):

solve q(T)=0 (nonlinear problem);
set one of the 1ni to 1;
solve Q1En=0 for the remaining 1ni (linear problem);

calculate Qijk=
∂3A

∂ni∂nj∂nk
;

return A3 [Eq. (5.128)];
end

for all compositions Ex do
estimate Vmin,Vmax for volume scan;
En :=Ex;
for Vm :=Vmax . . .Vmin do

evaluate A3;
if change of sign then

solve A3=0 (regula falsi method);
apply stability criteria;
store results;
resume volume scan;

end
end

end
for all critical points do

find nearest neighbours in p,T,x1,Vm space;
group into critical curves;

end

Here, however, the numerator and the denominator both become zero.
Applying l’Hôpital’s rule then gives

dT

dx1

∣∣∣∣
cc

=
G(4x)

S(3x)−(V2
(3x)S(3x)+V(2x)V(3x)S(4x)−V(2x)V(4x)S(3x))/V2

(3x)

=
G(4x)V2

(3x)

V(2x)(V(3x)S(4x)−V(4x)S(3x))

(5.131)
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In this equation the numerator is zero, but not necessarily the denominator. Con-
sequently, the critical curve has an extremum in the Tx projection, and in the pT
projection therefore appears to change its direction, thus forming a critical cusp.

A critical cusp should not be confused with a critical endpoint: at the critical
endpoint a stable critical phase is in equilibrium with another, non-critical phase,
i.e., here G(4x) is still positive. At the critical cusp G(4x) changes its sign, and
Gm turns locally concave. If G(4x) runs from positive to negative values along
a critical curve, this curve has first a stable portion, then passes through a criti-
cal endpoint to a metastable section, and finally through a critical cusp to the
unstable branch, which then runs to negative pressure. This is illustrated in
Fig. 5.10.

Figures 5.11 and 5.12 show the pT and the Tx projections of the critical
curve of the {CO2 + hexadecane} system in the vicinity of the critical endpoint.
The cusp is evident in the pT diagram, but in the Tx diagram there is only a
“smooth” maximum.

Figure 5.13 shows the underlying behavior of the Gibbs energy as we follow
the l=g critical curve in Fig. 5.11 from the stable portion to the unstable branch:
In curve 1, the critical point is stable, and to the side of the phase diagram there
is a stable equilibrium between two noncritical phases. At the critical endpoint
(curve 2) there is an equilibrium between a critical and a noncritical phase. The
curve 3 shows a stable equilibrium between two noncritical phases; the Gibbs
energy of the critical point is above the double tangent, so that the critical point

T

p

FIGURE 5.10 Metastable and unstable parts of a critical curve (schematic). : vapor pressure
curves, : critical curves, : unstable critical curve, : three-phase curve llg, ◦: pure-
substance critical point, ∇: (upper) critical endpoint, and •: critical cusp.
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FIGURE 5.11 Critical curves (pT diagram) of the {carbon dioxide + hexadecane} system in the
vicinity of the critical endpoint, calculated with the Redlich–Kwong equation of state. ◦: pure-
substance critical point; ∇: (upper) critical endpoint; and •: critical cusp.

CO2+ C16H34
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x1
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FIGURE 5.12 Corresponding Tx diagram of the {carbon dioxide + hexadecane} system.

is metastable. The fourth curve shows a critical point with G(4x)<0. The Gibbs
energy curve exhibits a concave curvature in the vicinity of the critical point
and is therefore unstable.
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0 1
x1

Gm

4

3

2

1

FIGURE 5.13 Schematic representation of the molar Gibbs energy in the vicinity of a critical
endpoint. : molar Gibbs energy; : double tangent; and : tangent at critical point. See
the text for explanation of the curves.

For some (usually polymeric) systems and with the proper techniques, the
metastable part of the l=g critical curve could even be determined experimen-
tally [73].

Similarly, the l=l critical curves of class II or class IV systems also have
metastable and unstable parts beyond their endpoints. Here the critical cusps
exist, too, but usually at negative pressures. Again, for some polymer systems
it was possible to follow the critical curves beyond the l=lg endpoint into the
negative pressure domain [74].

The mathematical criteria for a critical endpoint (CEP) are easily derived: At
a critical endpoint, a critical phase (c) is in equilibrium with a noncritical phase
(n). For a binary mixture we can therefore write

Gc
(2x)=Gc

(3x)=0, (5.132)

µc
1=µ

n
1 µc

2=µ
n
2. (5.133)

A direct numeric solution of this system of equations is not likely to suc-
ceed. Critical endpoints are probably located best by calculating a critical curve,
monitoring the criterion

xn
1(µ

n
1−µ

c
1)+xn

2(µ
n
2−µ

c
2)=0 (5.134)

for all possible values of xn
1 and doing a regula falsi search when its sign

changes.
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5.7 THREE-PHASE CURVES

In order to derive an equation for three-phase curves of binary mixtures, we
write the total differentials of the chemical potentials of both components from
Eq. (5.46):

dµ1=d
(
Gm+x2G(x)

)
=dGm−G(x) dx1+x2 dG(x)
= (−Sm dT+Vm dp+G(x) dx1)−G(x) dx1

+x2(−S(x) dT+V(x) dp+G(2x) dx1)

=−(Sm+x2S(x))dT+(Vm+x2V(x))dp+x2G(2x) dx1

dµ2=−(Sm−x1S(x))dT+(Vm−x1V(x))dp−x1G(2x) dx1

(5.135)

We note that in

d≡ x1 dµ1+x2 dµ2=−Sm dT+Vm dp (5.136)

all derivatives with respect to x1 disappear. Forming d′(x′′′1 −x′′1)+d′′(x′1−
x′′′1 )+d′′′(x′′1−x′1) and observing that each component of the mixture must have
the same chemical potential in all phases,

dµ′1=dµ′′1=dµ′′′1
dµ′2=dµ′′2=dµ′′′2 ,

(5.137)

yields

−[S′m(x
′′′

1 −x′′1)−S′′m(x
′′′

1 −x′1)+S′′′m(x
′′

1−x′1)]dT

+[V ′m(x
′′′

1 −x′′1)−V ′′m(x
′′′

1 −x′1)+V ′′′m (x
′′

1−x′1)]dp=0
(5.138)

and finally a differential equation for the slope of a three-phase curve, which we
write here with determinants,

dp

dT

∣∣∣∣
38

=

∣∣∣∣∣∣
S′m x′1 1
S′′m x′′1 1
S′′′m x′′′1 1

∣∣∣∣∣∣∣∣∣∣∣∣
V ′m x′1 1
V ′′m x′′1 1
V ′′′m x′′′1 1

∣∣∣∣∣∣
. (5.139)

It should be noted that there is a similarity to the Clapeyron equation,
Eq. (5.21), for the two-phase coexistence curve of pure substances, which may
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also be written as

dp

dT

∣∣∣∣
28

=
1Sm

1Vm
=

∣∣∣∣S′m 1
S′′m 1

∣∣∣∣∣∣∣∣V ′m 1
V ′′m 1

∣∣∣∣ . (5.140)

These two equations are generally valid and can also be applied to solid–
fluid phase equilibria.

At a critical endpoint there is a two-phase equilibrium between a critical
phase (c) and a noncritical phase (n). Equation (5.135) then becomes

dµn
1=−(S

n
m+xn

2Sn
(x))dT+(Vn

m+xn
2Vn
(x))dp+xn

2Gn
(2x) dx1

dµc
1=−(S

c
m+xc

2Sc
(x))dT+(Vc

m+xc
2Vc
(x))dp.

(5.141)

Analogous equations are obtained for component 2. For the critical phase
Gc
(2x)=0 must hold. Elimination of the differentials of the molar fractions gives

dp

dT

∣∣∣∣
CEP

=
Sc

m−Sn
m−(x

c
1−xn

1)S
c
(x)

Vc
m−Vn

m−(x
c
1−xn

1)V
c
(x)

=

∣∣∣∣∣∣∣
Sn

m xn
1 1

Sc
m xc

1 1
Sc
(x) 1 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Vn

m xn
1 1

Vc
m xc

1 1
Vc
(x) 1 0

∣∣∣∣∣∣∣
, (5.142)

i.e., the slope of a three-phase curve at a critical endpoint can be obtained by
taking the derivatives of the determinants in Eq. (5.139).16

Equation (5.142) is useful for determining the initial values for a direct
numerical solution of the phase equilibrium criteria: once a critical endpoint
is known, one can chose a temperature in its vicinity, estimate the pressure of
the three-phase curve by means of Eq. (5.142), and then solve the nonlinear
system of equations

µ′1=µ
′′

1=µ
′′′

1

µ′2=µ
′′

2=µ
′′′

2
(5.143)

with the Marquardt–Levenberg method.

16By subtracting two rows from each other and then invoking l’Hôpital’s rule.
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5.8 ISOCHORIC THERMODYNAMICS

As pressures and temperatures have to be the same in all coexisting phases, it
is natural to formulate thermodynamic conditions and equations in terms of the
Gibbs energy and to use pressures, temperatures, and mole fractions as primary
variables.

Gm(p,T,Ex), however, is not a true monovalent function, as explained in
Section 5.5.2. In general, Gm(p,T,Ex) consists of several branches connected
through discontinuities, which makes the computerized solution of the phase
equilibrium conditions difficult.

Statistical thermodynamical theories as well as most equations of state
of fluids are formulated in terms of (Vm,T,Ex), so that the problem of the
discontinuities is practically avoided.

But still there is the problem that the variables that describe how much of the
available space is occupied by matter – Vm and Ex – have different characters: the
mole fractions are dimensionless quantities bounded between 0 and 1, whereas
the molar volume has got the dimension m3/mol and can assume arbitrary pos-
itive values above some minimal value. This lack of symmetry in the primary
variables is not only an esthetic problem: the numerical solution of the phase
equilibrium conditions or the evaluation of stability criteria may involve manip-
ulations of matrices containing derivatives with respect to the molar volume and
the mole fractions; an example is Eq. (5.121). But how does one compute the
trace of a matrix in which the elements have different dimensions?

5.8.1 Isochoric Thermodynamics and Phase Equilibrium

This problem can be completely avoided by formulating the equilibrium condi-
tions by means of isochoric thermodynamics. Here the primary variables of an
N-component mixture are the N molar densities or concentrations

ρi=
ni

V
, (5.144)

where V is a constant reference volume that can be chosen freely (e.g., 1 m3)
and which is never changed. Conversion to the conventional set of variables is
accomplished by

N∑
i=1

ρi=ρ=
1

Vm

xi=
ρi

ρ
.

(5.145)

With these densities the chemical potential can then be expressed as

µi=

(
∂A

∂ni

)
V,T,nj 6=i

=

(
∂A

∂ρi

)
ρj 6=i,T

(
∂ρi

∂ni

)
=

1

V

(
∂A

∂ρi

)
ρj 6=i

, (5.146)
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and therefore the phase equilibrium condition µ′i=µ
′′
i becomes(

∂A′

∂ρi

)
=

(
∂A′′

∂ρi

)
with i=1, . . .N. (5.147)

An expression for the pressure can be obtained from

G=A+pV, (5.148)

which follows from the definitions of the thermodynamic energy functions,
Eqs (4.5) through (4.9), and the relation

G=
N∑

i=1

niµi, (5.149)

which is obtained from Eq. (4.51). Combining these equations and dividing by
the volume yields

−p=
1

V

(
A−

N∑
i=1

niµi

)
(5.150)

or, with Eq. (5.146),

−p=
1

V

[
A−

N∑
i=1

ρi

(
∂A

∂ρi

)]
. (5.151)

Working with extensive functions and arbitrarily defined reference volumes
is awkward and – at this stage – not necessary. Sengers and Levelt Sengers pro-
posed to use the Helmholtz energy density 9=A/V as central thermodynamic
potential [75], which is of course an intensive function. With this definition the
previous equation can be written as

−p=9−
N∑

i=1

(
∂9

∂ρi

)
ρi, (5.152)

and thus the equal-pressure criterion p′=p′′ becomes

N∑
i=1

(
∂9 ′′

∂ρi

)
ρ′′i −

N∑
i=1

(
∂9 ′

∂ρi

)
ρ′i =9

′′
−9 ′. (5.153)

The chemical potentials and their equality condition, Eqs (5.146) and (5.147)
can be expressed in terms of 9 as

µi=

(
∂9

∂ρi

)
ρj 6=i

(5.154)
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and hence (
∂9 ′

∂ρi

)
=

(
∂9 ′′

∂ρi

)
i=1, . . .N. (5.155)

Because of this, the pressure criterion can be simplified to

N∑
i=1

(
∂9

∂ρi

)
(ρ′′i −ρ

′
i)=19. (5.156)

Here the phase indicators have been omitted for (∂9/∂ρi).

By switching to vector notation and using the gradient operator to indicate
differentiation with respect to the densities of all components, the conditions of
equal chemical potentials and equal pressures can be rendered as

∇9 ′′=∇9 ′ (5.157)

and

∇9 ·1 Eρ=19, (5.158)

respectively. Here 1 Eρ= Eρ ′′− Eρ ′ is a vector that points from the composition of
one phase to that of the other. Equation (5.157) specifies that both equilibrium
phases must have the same 9 gradients; Eq. (5.158) states that the equilibrium
states have a common tangent (or a tangent plane in case of multicomponent
mixtures).

Equations (5.157) and (5.158) together constitute a system of N+1 nonlin-
ear equations. In a typical phase equilibrium calculation, one would keep the
temperature and the mole fractions of one phase, Ex ′, constant and then use a
nonlinear search algorithm to locate the N+1 unknown variables ρ′′1 , . . .ρ

′′
N and

ρ′=
∑
ρ′i . It should be noted that neither the pressure nor the orthobaric molar

volumes appear in this formulation: there is no need to calculate molar volumes
from pressure at every step of the iteration!

We now have to consider the problem of finding initial values for the phase
equilibrium iteration. The total differential of 9 can be derived from the one of
A, Eq. (4.8), by dividing by the (constant!) volume:

d9=d

(
A

V

)
=−

Sm

Vm
dT+

N∑
i=1

µi dρi (5.159)

The ρi are the natural variables of 9. Using vector notation, this can be
expressed as

d9=−
Sm

Vm
dT+∇9 ·d Eρ. (5.160)
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Integration between ρ′ and ρ′′ along an arbitrary path � at constant
temperature then yields

19=

∫
�

∇9 d Eρ. (5.161)

In the limiting case of ρ′→ρ′′, the path integral becomes ∇9 ·1 Eρ, and this is
just the equal-pressure criterion, Eq. (5.158). Slightly away from this limiting
case there will be a deviation from the linear approximation, and this deviation
will depend on the size of 1 Eρ. We therefore write to second order

Eρ ′′∫
Eρ ′

∇9 d Eρ=∇9 ·1 Eρ+
λ

2
(1 Eρ)2=19, (5.162)

where λ is a scalar factor.
Calculating the gradient of this equation, forming the outer product on the

left-hand side, gives

∇ ·∇9 ·1 Eρ+∇9+λ1 Eρ=∇(19). (5.163)

9=∇ ·∇9 is the Hessian matrix of the Helmholtz energy density:

9≡


911 912 . . . 91N

921 922 . . . 92N
...

...
. . .

...

9N1 9N2 . . . 9NN


with 9ij=

(
∂29

∂ρi∂ρj

) (5.164)

Let us assume that the gradient is formed with respect to Eρ ′′, i.e., ∇=∇ρ′′ . The
right-hand side then reads ∇(19)=∇ρ′′9 ′′−∇ρ′′9 ′. The last term, however,
is zero, for 9 ′ does not depend on Eρ ′′. Consequently, Eq. (5.163) becomes

91 Eρ+λ1 Eρ=0. (5.165)

This equation evidently constitutes an eigenvalue problem. If the state with
the composition Eρ ′ is thermodynamically stable, 9 is symmetric and positive
definite, and all of its eigenvalues must be real and positive. Let λmin denote the
smallest of these eigenvalues; then1 Eρmin, the eigenvector associated with λmin,
points into the direction of the composition of the coexisting phase, Eρ ′′.

In the general case, i.e., equilibrium compositions Eρ ′ and Eρ ′′ at arbitrary
distances, the simplification Eq. (5.162) is no longer valid. But then the path
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can be broken up into small linear segments, for which this equation holds:

Eρ ′′∫
Eρ ′

∇9 d Eρ→
∑

k

(
∇9k ·1 Eρk+

λk

2
(1 Eρk)

2
)
=

∑
k

19k=19 (5.166)

Each segment k is associated with an eigenvalue equation.
Consequently, the path from one equilibrium state to the other is in gen-

eral curved. In each segment k of this curve, the eigenvector belonging to the
lowermost eigenvalue, λmin,k, indicates the direction of the path. Conversely,
a path that starts at one equilibrium phase and always follows the eigenvec-
tor will eventually lead to the other equilibrium phase. This is the theorem of
Quiñones-Cisneros [6, 76].

5.8.2 Local Stability

In order to have local stability at a given location Eρ, 9( Eρ) must be a convex
function: all radii of curvature must be positive. Now the curvatures of a surface
are given by the eigenvalues of its Hessian matrix, and they are measured in the
direction of the associated eigenvectors. Local stability therefore requires λi>0
for all components i.

Evidently, the stability limit is reached when the lowest eigenvalue becomes
zero,

λmin=0, (5.167)

while all other eigenvalues are positive. This is the first condition of a critical
point (and at the same time the condition for a spinodal state. Then, however,
Eq. (5.165) reduces to

91 Eρ=0. (5.168)

This equation can have a nontrivial solution only if 9 is singular. Hence

D2≡det9=0 (5.169)

is an alternative criterion for critical states in multicomponent mixtures.
Here a word of caution is necessary: det9>0 does not necessarily indicate

a stable state. Because of det9=λ1λ2 . . .λN , this would also be true for an
unstable state with an even number of negative eigenvalues. Criterion (5.169)
is correct in the sense that it must be fulfilled at a critical point, but it is not as
specific as criterion (5.167). A search for critical points based on (5.169) can
return many solutions that later have to be discarded as unstable. This feature is
common to all critical-point algorithms based on zeros of determinants.
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The second criterion for a critical point can easily be derived from the fact
that, along a stable path through the critical point, λmin must be positive, but zero
at the critical point itself, so that a local minimum is formed. Consequently, the
second criterion is

dλmin( Eρ+αEumin)

dα
=0, (5.170)

where α is a scalar quantity representing a displacement along Eumin, the eigen-
vector belonging to λmin.

An alternative representation of this criterion is that the derivative of the
determinant of 9 must vanish:

D3≡

∣∣∣∣∣∣∣∣∣∣∣

∂29

∂ρ2
1

∂29
∂ρ1∂ρ2

. . . ∂29
∂ρ1∂ρN

∂29
∂ρ2∂ρ1

∂29

∂ρ2
2
. . . ∂29

∂ρ2∂ρN

...
...

. . .
...

∂D2
∂ρ1

∂D2
∂ρ2

. . .
∂D2
∂ρN

∣∣∣∣∣∣∣∣∣∣∣
=0 (5.171)

But as with Eq. (5.169), the use of determinants creates additional zeros which
merely confuse the equation solving algorithm.

A graphical interpretation of the equilibrium criteria is given in Fig. 5.14,
which shows a contour diagram of ρ1,ρ2→9(ρ1,ρ2,T) for a binary mix-
ture. This diagram is the analogon to Fig. 5.8. It corresponds to a vapor–liquid

ρ1

ρ2

FIGURE 5.14 Schematic contour diagram ρ1,ρ2→9(ρ1,ρ2,T) for a supercritical binary mix-
ture. The line thickness indicates the function value (bold curves = high values). 4: coexisting
phases and ◦: critical point. The arrows indicate the direction of the relevant eigenvector (see text).
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equilibrium where component 1 is supercritical and component 2 subcritical:
the fold (concave portion of the surface on the left side of the diagram) touches
the ρ2 axis, but not the ρ1 axis. It should be noted that 9 surface is smooth
and differentiable, as long as the underlying equation of state is differentiable:
there are no switches between different branches as in the x1→Gm(x1,p,T)
diagrams: fluid–fluid equilibria are always associated with a concave region of
9. Therefore, it is possible to apply differential geometry to locate coexisting
phases: at a stable point, 9( Eρ) must be convex (i.e., all eigenvalues of the Jaco-
bian are positive), and one of the eigenvectors points to the concave (two-phase)
region, if such a region exists. This eigenvector is most likely the one belonging
to the lowest eigenvalue.

Figure 5.15 shows a realistic 9 map, computed for the system {CO2 +
decane} at 344 K with the Peng–Robinson equation of state. The map shows two
regions of low 9 values (dark), one close to the diagonal and corresponding to
liquid states, and the other very close to the abscissa (CO2 axis) and correspond-
ing to gas states. The connodes running between these two regions span a ridge
of positive curvature. The figure also shows how the connodes rotate when the
pressure is increased, and finally contract when the critical point is reached.

Another interesting feature of the isochoric approach is that its equilibrium
conditions can be applied to mixtures as well as pure components. Table 5.1
compares these conditions; it can be seen that the “local criterion” (equality
of some derivatives) and the “global criterion” (common tangent or Maxwell
criterion) switch their places.

For pure fluids, the stability criterion (5.169) reduces to (∂29/∂ρ2)=0. It
is easy to show that this is equivalent to A(2V)=0: in the 9-based formulation,
the stability criterion reduces to the mechanical stability in a natural way (in
contrast to the Gm-based formulation).

FIGURE 5.15 Pseudocolor map of the ρ1,ρ2→9(ρ1,ρ2,T) function for the system {carbon
dioxide + decane} at 344 K, computed with the Peng–Robinson equation of state. A linear function
was subtracted and the result scaled to achieve best contrast. Axes as in Fig. 5.14; dark regions:
low 9 values, white regions: high 9 values or physically not accessible (above the diagonal), and
straight lines: connodes.
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�

�

�

�

TABLE 5.1 Criteria for Vapor–Liquid Equilibrium of a Pure
Fluid, Classical Formulation versus Isochoric Formulation

Classical Isochoric

p ′=p ′′
(
∂9
∂ρ

)
(ρ′′−ρ′)=9 ′′−9 ′

pσ (V ′′m−V ′m)=A ′′m−A ′m
(
∂9′

∂ρ

)
=

(
∂9′′

∂ρ

)

5.8.3 Mechanical Stability

The mechanical stability criterion for mixtures can be obtained from Eq. (5.152)
by taking its total differential at constant temperature,

dp=−d9+
N∑

i=1

µi dρi+

N∑
i=1

ρi dµi, (5.172)

and inserting Eq. (5.159); the result is

dp=
N∑

i=1

ρi dµi=

N∑
i=1

ρi

(
∂µi

∂ρi

)
dρi. (5.173)

With (∂µi/∂ρi)=9ii [cf. Eq. (5.154)] and dρi=ρi/ρ dρ, this equation
reduces to

dp=
1

ρ

N∑
i=1

ρ2
i 9ii dρ, (5.174)

which immediately leads to the criterion of mechanical stability:

−

(
∂p

∂V

)
T
=ρ2

(
∂p

∂ρ

)
=ρ

N∑
i=1

ρ2
i 9ii (5.175)

The right-hand side of this condition contains a sum that can be regarded as
the trace of a matrix having the elements ρiρj9ij, i.e., a matrix obtained from 9

by multiplication with a diagonal matrix whose main-diagonal elements are the
densities:

−

(
∂p

∂V

)
T
=ρ tr(diag( Eρ)9diag( Eρ)) (5.176)

The matrix product represents a unitary transformation (cf. Section A.11), hence
the eigenvalues of the product are the same as those of 9. The trace of a matrix
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is also the sum of its eigenvalues:

−

(
∂p

∂V

)
T
=ρ tr9=ρ

N∑
i=1

λi (5.177)

The mechanical stability limit, (∂p/∂V)T =0, can only be reached if either
all λi are zero or at least λmin is negative. This, however, is a stronger require-
ment than the condition of diffusion stability, λmin=0. Consequently, mixtures
reach the limit of diffusion stability before they become mechanically unstable.
Only for pure fluids and azeotropes these criteria coincide.

This extends the proof Eq. (5.56) to multicomponent mixtures.

5.8.4 Computation

Algorithm 7 illustrates a way to calculate the equilibrium pressure and the com-
position of the coexisting fluid phase for a fluid mixture of known composition.
The algorithm proceeds in three steps: first, it varies the pressure until a thermo-
dynamically stable state of the fixed17 fluid phase is obtained. Then it performs
a search along the eigenvectors for the density vector of the unknown phase, i.e.,
it computes the local eigenvectors, moves for some distance along one of them,
computes new eigenvectors, etc. For the correct eigenvector, the search leads
through an unstable domain and ends when “stable ground” has been reached
again. In principle, the eigenvector associated with the lowest eigenvalue, Eumin,
should be chosen, but as the density of the fixed phase it not accurately known
at this stage, it may be better to try the other eigenvectors, too18. Finally, a
nonlinear solver is started.

For the calculation of a phase diagram, steps 1 and 2 have to be done
for the first equilibrium state only. Once an equilibrium state has been calcu-
lated, initial values for the calculation of further equilibrium states at slightly
different temperatures or compositions of the fixed phase can be obtained by
extrapolation.

The algorithm can also be applied to pure fluids. In this case, of course, the
calculation of the eigenvector is trivial, for there is only one density variable.

As mentioned above already, this algorithm is very fast, because it does
not require the calculation of densities from pressure at every step. Another
advantage is that it is not disturbed by azeotropes.

With Eqs (5.167) and (5.170) also a robust algorithm can be constructed that
locates all critical states of a multicomponent mixture.

Algorithm 8 is essentially a modification, or perhaps even a simplification, of
Algorithm 5 or 6. Its first step is the selection of the mole fraction. As there are

17Fixed with respect to the mole fractions: the densities still have to be determined.
18Follow them until their eigenvalues pass through a minimum, or until λmin<0, then switch back
to Eumin.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 10-ch05-099-156-9780444563477” — 2012/3/1 — 3:07 — page 151 — #53

5.8 | Isochoric Thermodynamics 151

Algorithm 7: Calculation of the equilibrium pressure and the composition of a coex-
isting phase for a fluid mixture of given composition with isochoric thermodynamics

Input: equation of state p( Eρ,T), fundamental equation Am( Eρ,T)
Data: mole fractions of the fixed phase: Ex ′

Result: equilibrium pressure p, composition of the other phase Eρ ′′

function Ey( Eρ ′, Eρ ′′,T):
for phases ′ and ′′ do

ρ=
∑
ρi;

p=p( Eρ,T);
Ea=∇ρ(Ar

m( Eρ,T)ρ)+RT ln Eρ;
end
for components i=1 . . .n do yi=a′i−a′′i ;
y0=p′−p′′;

end

repeat
calculate Hessian of 9=Amρ

′;
solve eigenvalue problem, identify λmin;
if λmin<0 then modify p

until λmin>0;
Eρ ′′ := Eρ ′;
for all eigenvectors 1 Eρi do

repeat
Eρ ′′ := Eρ ′′+α1 Eρi;
calculate Hessian of 9=Amρ

′′;
solve eigenvalue problem;

until λi<0 or λi=min;
end
repeat
Eρ ′′ := Eρ ′′+α1 Eρi;
calculate Hessian of 9=Amρ

′′;
solve eigenvalue problem;

until λmin>0 and Ey2
=min;

solve Ey=0 for Eρ ′, Eρ ′′ with Marquardt–Levenberg method;
convert Eρ ′′ to mole fractions;

α is a conveniently chosen constant that lets the search pass through the unstable
region. The search should be terminated if one of the ρi gets outside the permissible
range.

two critical conditions only, Gibbs’ phase rule allows to set the mole fractions
freely (as long as they add up to 1). The user can vary one mole fraction and
maintain the ratios of the others, or follow another path.
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Algorithm 8: Critical curves by isochoric thermodynamics

Input: equation of state: p( Eρ,T), fundamental equation: 9( Eρ,T)
Data: pure-components critical data, pc,i and Tc,i, i=1 . . .N
Result: critical curve(s) p(Ex),T(Ex) for arbitrary vectors Ex

function f1( Eρ,T):
calculate 9( Eρ,T);
calculate its eigenvalues;
return λmin;

end

function f2( Eρ):
for T :=1.5max(Tc,i) . . .0.2min(Tc,i) do

evaluate f1;
if change of sign then

solve f1(T)=0 (regula falsi method);
calculate eigenvalues of 9( Eρ±αEumin,T);
return (λmin,+−λmin,−)/(2α);

end
end

end

for all Ex do
estimate ρmin,ρmax for density scan;
for ρ :=ρmax . . .ρmin do

evaluate f2;
if change of sign then

solve f2=0 (regula falsi method);
apply stability criteria;
store Ex,ρ,T;

end
end

end
for all critical points do

find nearest neighbours in Eρ,T space;
group into critical curves;

end

The second part is a “scan” over the relevant density range. For each density,
the critical temperature is estimated from Eq. (5.167) and then used to evaluate
Eq. (5.170). A change of sign of the latter indicates a critical point.

Finally, the critical points have be sorted into critical curves.
Incidentally, it is also possible to solve Eqs (5.167) and (5.170) with a good

nonlinear equation solver, e.g., the Marquardt–Levenberg method. Because of
the way these equations were derived, i.e., from eigenvalue equations, the search
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direction of the Marquardt–Levenberg method is aligned with the main eigen-
vector, and this improves the convergence significantly. The disadvantage of
such a direct, two-dimensional search is that one does not know to which
critical point the search will converge if there is more than one for the fixed
composition.

5.9 HEAT EFFECTS OF PHASE TRANSITIONS

Because of the second law of thermodynamics, the heat absorbed or generated
by a reversible process can be expressed as dq=T dS19. For a process taking
place at constant pressure and without changes of the amounts of the substances
involved, the natural thermodynamic potential is the enthalpy, and because of
Eq. (4.6) we can write dq=dH; for an isochoric process we would use dq=dU.

A differential scanning calorimeter (DSC) or a transitiometer in the isobaric
scanning mode records the heat flow q̇ to or from the sample that is required to
maintain a constant heating or cooling rate, Ṫ . If the sample is in a single-phase
state (or in more than one phase, but with constant amounts of these phases),
the heat flow can be expressed as

q̇=
dq

dt
=

(
∂H

∂T

)
p,ni

dT

dt
=CpṪ, (5.178)

i.e., a DSC apparatus records the isobaric heat capacity of the sample, or more
accurately: the difference of the molar heat capacities of the sample and the
reference.

For pure compounds, first-order phase transitions take place at a fixed tem-
perature. The heat absorbed or liberated in the process is equal to the difference
of the enthalpies (isobaric transition), q=1H=H′′−H′. For the less com-
mon case of isochoric transitions, the analogous expression is q=1U. For an
ideal isobaric DSC experiment this implies q̇=1Hδ(T−Ttr), where the sec-
ond factor is Dirac’s δ function located at the transition temperature, i.e., an
infinitesimally narrow and infinitely high peak. In practical DSC experiments
the peak is smeared out, but still its integral (after subtracting the baseline)
represents the transition enthalpy:∫

peak

q̇dt=1H=T1S (5.179)

It might be tempting to apply these equations to mixtures. Here, however,
most phase transitions do not occur at a single, fixed temperature, but over a

19More accurately: d̄q=T, dS, for q is not a state function (cf. Section 4.1). But the distinction is
not relevant here.
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temperature range. Moreover, the amounts of the components in the phases usu-
ally change over this temperature range. Now the total enthalpy of the sample in
the two-phase state is the sum of the enthalpies of the two phases. The amounts
of these phases can be determined from the lever rule, Eq. (2.11), which we
write here as

nα=nf α,α=′,′′

with f ′=
x′′1−x1

x′′1−x′1
f ′′=

x1−x′1
x′′1−x′1

,
(5.180)

where x1 and n refer to the overall composition and amount of the sample,
respectively, and xα1 ,n

α , and f α to compositions, amounts, and fractions of the
coexisting phases. Consequently, the total entropy is

S=
∑
α=′,′′

f αSαm (5.181)

and the resulting heat flow (remembering that x′1 and x′′1 are functions of
temperature) is given as follows.

q̇=nṪ
∑
α=′,′′

T f α
[

Cαp,m
T
−

(
Sα(x)−

S′′m−S′m
x′′1−x′1

)
dxα1
dT

]
. (5.182)

The dxα1/dT are the slopes of the phase boundaries.
Inserting the isobaric Gibbs–Konowalow equation,

dT

dxα1
=

Gα(2x)

Sα(x)−
S′′m−S′m
x′′1−x′1

, (5.183)

which is the analog of Eq. (5.44) or (5.45), finally leads to the result of Filippov
and Chernik [77]:

q̇=nṪ

∑
α=′,′′

f αCαp,m+
∑
α=′,′′

f αTGα(2x)

(
dxα1
dT

)2
. (5.184)

For practical purposes, it is probably better to evaluate the entropy equation
and to differentiate it numerically. But, it is interesting to look at the last equa-
tion carefully: the first term in the brackets represents the change of the heat
capacity (the baseline of a DSC trace) during a phase transition. The second
term represents the enthalpy change due to the shift of the phase compositions.
As G(2x)>0 for a stable phase, this term always increases the apparent heat
capacity of the sample.

Figures 3.5 and 3.6 in the section on experimental methods show that even a
simple system can have rather interesting DSC traces. Upon heating a solid mix-
ture of nitrogen and methane, the system first reaches the eutectic temperature.
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FIGURE 5.16 Isobaric phase diagram of the {methane + propane} system at 10 MPa, calculated
with the Peng–Robinson equation of state. : phase boundaries and ◦: binary critical points.
Inset: predicted DSC trace (arbitrary units) for a path along the arrow.

Here the nitrogen crystals melt, thus giving rise to a sharp peak. Then the sys-
tem passes through a two-phase region, s2l, where the methane gradually melts.
As the “lever” of the liquid phase shortens rapidly upon approaching the phase
boundary, a small peak occurs. Then the system passes through a one-phase
liquid state, where incidentally the heat capacity is higher than in the solid or
partially solid state. Finally, the system evaporates, giving rise to a huge signal,
because under the present conditions the vaporization enthalpy is much larger
than the fusion enthalpy. Again, the vanishing of a lever upon entering or leaving
a two-phase region produces a spike.

Figure 5.16 shows a supercritical isobaric phase diagram of a class I binary
system (cf. Fig. 2.19) with the DSC trace along the indicated path, i.e., at a
pressure and composition where retrograde behavior occurs. Entering the two-
phase region corresponds to the precipitation, leaving it to the evaporation of a
liquid phase. Still, both phase changes produce a positive spike in accordance
with Eq. (5.184).
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Chapter 6

Solid–Fluid Equilibrium

Toward low temperatures or high pressures, fluid-phase equilibria are bounded by solid–
fluid equilibria. Here we will treat the basic thermodynamic modeling of solid phases as
well as the calculation of phase equilibria that appear in the context of supercritical
fluid extraction and related technologies. For an exhaustive discussion of the topologies
of solid–fluid phase diagrams or mixtures, the reader should consult other textbooks,
particularly textbooks of mineralogy.

6.1 THERMODYNAMIC FUNCTIONS OF SOLIDS

The calculation of the thermodynamic functions of fluid phases — liquids,
gases, or supercritical states — can be done with Eq. (4.19). If the target phase is
a liquid, the integration required by this equation has to be carried out through
the unstable region of the equation of state, but as long as this is continuous,
there is no problem.

This is different for solids: there is no continuous equation of state that
describes the fluid and the solid state. Hence, the problem arises to connect the
thermodynamic properties of solids to those of fluids in a thermodynamically
consistent way.

A possible way to achieve a consistent connection of the solid state to the
fluid state is as follows (see Fig. 6.1):

l We begin with the same reference state as for fluids, namely a state at very
low pressures in the ideal-gas range. Its Gibbs energy is Gf

m(p

,T).

l We integrate the fluid equation of state up to the sublimation pressure psg:

1Gf
m=

psf∫
p


V f
m(p,T)dp

l At the sublimation pressure, the molar Gibbs energies of the solid and the
gas phase are equal, Gf

m(p
sf,T)=Gs

m(p
sf,T).

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00006-2
Copyright © 2012 Elsevier BV. All rights reserved. 157
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FIGURE 6.1 Illustration of the calculation of the Gibbs energy of liquids and solids: for liquids,
the equation of state can be integrated from the reference state to the desired final pressure; for
solids, it is necessary to integrate first the fluid equation of state to the sublimation pressure curve
and then the solid equation of state from there to the final pressure.

l Finally, the equation of state of the solid is integrated up to the desired
pressure:

1Gs
m=

p∫
psf

Vs
m(p,T)dp

The resulting master equation of the Gibbs energy of a solid is therefore

Gs
m(p,T)=Gf

m(p

,T)+

psf∫
p


V f
m(p,T)dp+

p∫
psf

Vs
m(p,T)dp (6.1)

or, expressing the fluid term with the Helmholtz energy according to
Eq. (4.19),

Gs
m(p,T) =Gf

m(p

,T)+psfV f

m(p
sf,T)−RT+Ar,f

m (V
f, sf
m ,T)

+

p∫
psf

Vs
m(p,T)dp.

(6.2)

These equations make use of the equation of state of the solid, for which
several approximations are possible:

l The simplest approximation is to treat the solid phase as incompressible,
Vs

m= constant. This, however, is only permissible if small pressure changes
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are considered. Many organic solids have compressibilities that are compa-
rable to those of liquids. The resulting contribution to the Gibbs energy of
the solid the integral in Eq. (6.2) is then

1Gs
m=Vs

m(p−psf). (6.3)

l A better approximation is obtained if the compressibility of the solid is
assumed to be positive and constant,

κsT =−
1

Vs
m

(
∂Vs

m

∂p

)
T
= const. (6.4)

This is an ordinary differential equation for Vs
m. Its solution is

Vs
m(p)=Vs

m(p
sf)exp

(
−κsT(p−psf)

)
. (6.5)

Integration with respect to pressure gives the Gibbs energy contribution:

1Gs
m=

Vs
m(p

sf)

κsT

(
1−exp

(
−κsT(p−psf

))
. (6.6)

l A superior equation of state for solids is the Murnaghan equation, which
makes use of the experimentally established relation

1

κsT(p)
=

1

κsT(0)
+λp, (6.7)

where λ is a substance-dependent parameter. The expression 1/κsT(p) is
often referred to as bulk modulus. The resulting equation of state is then

Vs
m(p)=Vs

m(p
sf)
(

1+λ(p−psf)κsT(p
sf)
)−1/λ

, (6.8)

and the Gibbs energy contribution is

1Gs
m=

Vs
m(p

sf)

λκsT(p
sf)

((
1+λ(p−psf)κsT(p

sf)
)1−1/λ

−1

)
. (6.9)

For most substances, the sublimation pressures are rather small and negli-
gible against the pressures required to achieve a significant compression.1

Then the last two equations can be simplified to

Vs
m(p)=Vs

m(0)
(
1+λκsT(0)p

)−1/λ (6.10)

and

1Gs
m=

Vs
m(0)

λκsT(0)

((
1+λκsT(0)p

)1−1/λ
−1

)
. (6.11)

1CO2 is an exception: ptrp=0.5185 MPa.
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In addition to data of the fluid phase, the calculation of the Gibbs energy
of a solid phase at a given temperature merely requires the molar volume of
the solid, the sublimation pressure, and — if high pressures are considered —
the compressibility and eventually the Murnaghan parameter of the solid. Once
these data are available, the computation of phase equilibria involving this phase
is no longer a problem.

In practice, the calculation of phase diagrams involving solid phases is not
a very rewarding task, for reliable experimental molar volumes and sublima-
tion pressures of solids are scarce. A “solid” obtained from cooling down a
liquid may not be in its equilibrium state, but perhaps be a glass state or a
high-temperature solid modification that still needs to relax to the stable modi-
fication. The measurement of low sublimation pressures requires a considerable
experimental effort and awareness of chemical sources of trouble: volatile
trace impurities or decomposition products can (and sometimes did) shift the
sublimation pressure by several orders of magnitude.

The equations given above can also be applied to polymorphic solids. In
such a case, there are several solid phases, each having its own molar volume
and sublimation pressure curve.2 In such a case, the Gibbs energy of each one
must be calculated, and the phase with the lowest value is the stable one.

It is not safe to choose the solid phase with the smallest sublimation pressure,
as can be seen from the following example:

Tetracosane (n-C24H50) has got two solid modifications, a “normal” low-
temperature modification sβ with a high density and a high-temperature mod-
ification sα with an almost liquid-like density and compressibility. The phase
diagram (Fig. 6.2) shows that the solid–solid transition curve is inclined, and
that the low-temperature modification becomes the only stable modification at
high pressures [57, 78].

It should be noted that, as soon as the fluid equation of state has been chosen
and the solid phase characteristics (molar volume, sublimation pressure, solid
compressibility) are known, the melting pressure curve is completely deter-
mined; there are no more free parameters left. Therefore, the prediction of the
melting pressure curve from sublimation data is a rather severe test for fluid
equations of state.

In a pT phase diagram, melting pressure curves are usually very steep. For
their calculation, it is therefore advantageous to set the pressure and solve the
equilibrium condition

Gs
m(p,T)=Gl

m(p,T) (6.12)

2more accurately: . . . and phase boundary curve with another phase whose Gibbs energy is known:
some substances have high-pressure modifications that have equilibria with other solid phases only,
but not with a gas phase. But if at least one of these other solid phase regions has a boundary with a
fluid-phase region, the Gibbs energies of the solid phases can be computed.
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FIGURE 6.2 Low-temperature part of the phase diagram of tetracosane. —–: phase boundaries
between the two solid modifications and the liquid, calculated with the Peng–Robinson equation
of state, M: triple points (calculated), and other symbols: experimental results [78]. (Reprinted from
Supercritical Fluids as Solvents and Reaction Media, G. Brunner (ed.), Ch. 1.8: U. K. Deiters, “Cor-
relation and prediction of high-pressure phase equilibria and related thermodynamic properties of
simple fluid mixtures”, pp. 185–209, © 2004, with permission from Elsevier)

for the temperature. This can be very efficiently done with a regula falsi
algorithm (see Section A.3).

Algorithm 9: The melting pressure curve of a pure substance.

Input: equation of state: p(ρ,T), fundamental equation: Am(ρ,T),
Gibbs energy of the solid phase: Gs

m(p,T)
Data: triple point temperature Ttrp
Result: melting temperature T(p),p=pmin . . .pmax

function y(p,T):
y :=Gl

m(p,T)−Gs
m(p,T);

end function

for p :=pmin . . .pmax do
T0 :=Ttrp;
repeat T0 :=T0/f with f ≈1.1 until y(p,T0)≥0;
T1 :=Ttrp;
repeat T1 :=T1f until y(p,T1)≤0;
perform regula falsi search on y(p,T) between T0 and T1

end
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6.2 EQUILIBRIUM OF A PURE SOLID AND MIXED
FLUID PHASE

The general equilibrium criterion, (Eq. 5.1), holds for solid–fluid equilibria too.
In the special case of a pure solid phase in presence of a fluid mixture, the
equilibrium condition for the chemical potentials can be written as

Gs
m,2=µ

f
2 , (6.13)

assuming that component 2 of the system forms the solid, and component 1 acts
as the solvent. The situation is illustrated in Fig. 6.3: the task of finding the
phase equilibrium is equivalent to constructing a tangent to the Gm(x1) function
of the fluid mixture that passes through the Gibbs energy of the solid. As long as
Gs

m,2 is lower than the end point of the curve of the fluid, Gf
m,2, such a tangent

can always be constructed, and therefore, the phase equilibrium must exist.
Complications can arise if the Gibbs energy function of the fluid has a con-

cave portion or multiple branches. In such a case, more than one tangent can be
constructed; the lowermost tangent represents the stable equilibrium.

If the crystallizing compound has more than one modification, care must be
taken to use the modification with the lowest molar Gibbs energy at the given
pressure and temperature.

The equilibrium condition given above can immediately be used to construct
an algorithm for the calculation of phase equilibria. The Gibbs energy of the
fluid mixture can be obtained from an equation of state using Eqs (4.18) and
(4.19) that of the solid from Eqs (6.3) through (6.9). If the solid phase is stable,
its molar Gibbs energy is lower than the chemical potential of the crystallizing

x1

Gm

Gfm,2

Gsm,2

FIGURE 6.3 Determination of the phase equilibrium between a pure solid and a fluid mixture
from the molar Gibbs energies of the phases. : molar Gibbs energy of the fluid,�: molar Gibbs
energy of pure fluid (liquid or gaseous) component 2, �: molar Gibbs energy of the solid, :
tangent, and ◦: fluid equilibrium phase.
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component 2 in the pure fluid state (x2=1). But as this chemical potential runs
toward −∞ for x2→0, there must be a mole fraction at which the difference
becomes zero.

Algorithm 10: Calculation of a solid–fluid equilibrium.

Input: fluid equation of state: p(ρ,T,x1), fundamental equation:
Am(ρ,T,x1), solid Gibbs energy Gs

m,2(p,T)
Data: pressure p, temperature T
Result: solid–fluid equilibrium mole fraction xf2(p,T)

function 1µ2(p,T,x1):
calculate ρf from equation of state;

1µ2 :=µf2(p,T,1−x1)−Gs
m,2(p,T);

end function

if 1µ2(p,T,0)<0 then no solid–fluid equilibrium possible, exit;
x2 :=1;
repeat x2 :=0.1x2 until 1µ2(p,T,x1)<0;
perform a regula falsi search on 1µ2 between x1=0 and x1=1−x2;

The equilibrium condition, Eq. (6.13), can be analyzed further if some sim-
plifying assumptions are made: if the sublimation pressure of the solid is so
low that the vapor phase can be treated as an ideal gas (psf2 V f, sf

m =RT , Ar,f
m (V

f, sf
m ,

T)=0) and the solid phase as incompressible, the left-hand side reduces to

Gs
m=Gf

m(p

,T)+RT ln

psf

p
 +pVs
m,2 (6.14)

because of Eqs. (6.2) and (6.3). The right-hand side can be written as

µf
2=Gf

m(p

,T)+RT ln

xf2pφ2

p
 , (6.15)

using the definitions of the fugacity and the fugacity coefficient Eqs (4.75) and
(4.76). Combining these two equations yields

ln xf2= ln
psf2
pφ2
+

pVs
m,2

RT
. (6.16)

This equation for the mole fraction of the heavy component in the fluid phase
can be found in many textbooks [79]. It shows that the mole fraction of the
solid compound in the fluid phase depends to a large extent on its sublimation
pressure. The second term, which contains the molar volume of the solid phase,
contributes at high pressures. The fugacity coefficient φ2 reflects the “solvation
power” of the fluid phase. Of course, φ2 depends on xf2. Hence, this equation
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has to be solved iteratively, and thus does not offer any real advantage over
Eq. (6.13).

Another important application of Eq. (6.13) is checking whether a fluid–
fluid phase equilibrium is metastable with respect to the crystallization of one
of the components. If the fluid–fluid phase equilibrium has been computed, the
chemical potentials µf

i of all components are available (and are the same for
both phases). Then one has to test for

Gs
m,i>µi i=1, . . .N. (6.17)

If the criterion is fulfilled for all components i, the fluid–fluid phase equi-
librium is stable; otherwise (at least) component i will crystallize, and it is
necessary to perform a solid–fluid equilibrium calculation.

It is particularly interesting to discuss the influence of pressure in solid–
fluid equilibria: in Fig. 6.3, a change of the pressure will usually not affect the
Gibbs energy of the solid very much. If the solvent is a supercritical fluid or
gas, however, the Gm(x1) curve of the fluid mixture can be shifted considerably,
and this changes the solubility of the solid. This is the principle underlying
the so-called supercritical fluid extraction technology, which uses supercritical
fluids to dissolve or mobilize low-volatile compounds.

An example is given in Fig. 6.4, which contains a solid–fluid equilibrium
curve for the {carbon dioxide + adamantane} system. Adamantane is a solid

0 0.05 0.1 0.15 0.2
0

20

40

60

80

c2 (mmol cm–3)

p
(M

P
a)

FIGURE 6.4 Solid–fluid equilibrium of the {carbon dioxide + adamantane} system at 343.15 K.
: calculated (equation of state: Eq. (7.44) [80, 81] with density-dependent mixing rules,

Eqs (8.18) and (8.19) [82]) and M: experimental.
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under the experimental conditions. The equilibrium curve of the system has
several portions:

l If the pressure is very low, the presence of the carbon dioxide does not influ-
ence the adamantane very much. The adamantane concentration in the gas
phase is determined by its sublimation pressure, which is very low.

l When the critical pressure of the carbon dioxide (c. 73.8 MPa) is app-
roached, its density increases markedly, so that it can solubilize the adaman-
tane molecules. As a consequence, the adamantane concentration in the gas
phase increases by several orders of magnitude.

l At very high pressures, much energy is required to create vacancies for the
adamantane molecules in the carbon dioxide phase, and so the adamantane
concentration decreases.

The increase of the concentration at and above the critical pressure of the
carbon dioxide is technically important: here the pressure can be used to con-
trol the solubilities of dissolved species efficiently and rapidly. By dropping the
pressure, the solutes can be recovered very easily; no solvent evaporation or
distillation process is necessary. By expanding supercritical solutions of heavy
compounds adiabatically through nozzles (RESS = rapid expansion of super-
critical solutions), it is sometimes possible to produce solid phases with special
particle-size distributions or unusual crystal morphologies [83, 84].

The interaction of fluid–fluid and solid–fluid phase equilibria can give rise
to rather complicated phase diagrams. In this book, we restrict ourselves to
technically important asymmetric systems consisting of a volatile component
(solvent) and a heavy, crystallizing component of low volatility. Fig. 6.5 shows
such a case, namely the phase diagram of {ethene + naphthalene}. With regard
to the fluid-phase equilibria, the system belongs to class IIIm: the critical curve
originating at the critical point of the heavy component runs toward a compact
state, passing through a pressure minimum. However, it intersects the three-
phase curve s2lg close to the minimum and thus terminates in a critical endpoint
s2l=g. On the left (cold) side of this three-phase curve there are solid–fluid equi-
libria only, whereas on the right (warm) side there are fluid–fluid equilibria. The
resulting px cross sections are discussed below (Fig. 6.9). Depending on the
initial conditions, a RESS experiment starting in the one-phase region above
the critical curve can therefore either enter the solid–fluid equilibrium region
directly or pass through a vapor–liquid equilibrium first. The morphology of the
resulting precipitates can be quite different.

6.3 REMARKS ON PHASE DIAGRAMS OF BINARY
MIXTURES

The pT phase diagram of a pure compound contains a sublimation pressure
curve (sg), a melting pressure curve (sl), and a vapor pressure curve (lg). These
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FIGURE 6.5 Phase diagram of the {ethene + naphthalene} system [78]. Gray curves: pure-fluid
vapor pressure and melting pressure curves, ◦: pure fluid critical point, M: triple point, ——: binary
critical curve (stable part), – –: metastable part, · · · · · · : three-phase curve slg, +: experimental slg
data, and N: experimental critical endpoint. Equation of state: Eq. (7.44) [80, 81] with density-
dependent mixing rules, Eqs (8.18–8.19) [82]. (Reprinted from Supercritical Fluids as Solvents and
Reaction Media, G. Brunner (ed.), Ch. 1.8: U. K. Deiters, “Correlation and prediction of high-
pressure phase equilibria and related thermodynamic properties of simple fluid mixtures”, pp. 185–
209, © 2004, with permission from Elsevier).

curves meet at the triple point. If there is more than one solid phase, additional
curves and triple points appear, but we will disregard this complication for now.

A simple binary mixture of class I, where there is no miscibility in the solid
state and complete miscibility in the liquid state, can evidently have four phases:
s1, s2, l, and g. Consequently, there will be one quadruple point s1s2lg some-
where below the triple point of component with the lower melting temperature
and, emerging from it, four three-phase curves, namely

s1s2g – This is a generalized sublimation curve for mixtures (two solids in
the presence of one mixed gas phase). It runs toward absolute zero
(if no solid–solid transitions complicate the issue).

s1s2l – This is the eutectic curve of the system. It runs toward high pressures,
roughly parallel to the (sl)1 melting pressure curve.

s1lg – This curve runs toward the triple point (slg)1. It represents the shift-
ing of the pure-fluid triple point due to the presence of small amounts
of component 2.

s2lg – This is the analogous curve for component 2.

Figs 6.6 and 6.7 show possible phase diagrams for this simple case. The s2lg
curve may stay at low pressures, but it may also, depending on the system, run
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FIGURE 6.6 Schematic phase diagram of a class I system with solidification (no miscibility in the
solid state) – simple case: the s2lg curve not interfering with the critical curve.

p

T
s1s2g

s1s2l

s1lg s2lg

s2lg

FIGURE 6.7 Schematic phase diagram of a class I system with solidification (no miscibility in the
solid state) – complicated case: the s2lg curve intersecting the critical curve; light gray — metastable
portion of a critical curve.

to pressures high enough to let it interfere with the critical curve. Thus, Fig. 6.7
contains two critical endpoints s2l=g.

Similar subtypes can be constructed for all phase diagram classes mentioned
in Section 2.2. This can lead to rather interesting phase diagrams. An example
is class III, for which there is a complicated case (again with the s2lg curve
intersecting the critical curve) and an even more complicated case.

The first case is shown in Fig. 6.8; it is similar to the previous case, Fig. 6.7,
with the s2lg curve cutting through both critical curves, thus generating two crit-
ical endpoints s2l=g. Here liquid–liquid immiscibility of class III is effectively
hidden by the crystallization. Fig. 6.9 shows some typical px cross sections:
cross section A on the “cold side” of the s2lg three-phase curve contains a solid–
fluid equilibrium region only, whereas B and C contain a solid–fluid region and
a vapor–liquid region, separated by the three-phase curve. At higher pressures
and lower temperatures, the vapor–liquid region contracts and finally vanishes
in a critical endpoint s2l=g; at lower pressures and higher temperatures, the
three-phase curve ends at the triple point (slg)2 of component 2 (cut D). Beyond
this point, there are regular class III vapor–liquid equilibria only (cf. Fig. 2.48).
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FIGURE 6.8 Schematic phase diagram of a class III system with solidification (no miscibility in
the solid state) – complicated case: the s2lg curve intersecting both critical curves; light gray - -, —:
metastable curves.
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FIGURE 6.9 Isothermal px cross sections of Fig. 6.8.

But if the s2lg curve “misses” the l1=gl2 critical endpoint, an even more
complicated case results Fig. (6.10), for now the s2lg curve must intersect the
l1l2g three-phase curve, thus creating quadruple point Q2= s2l1l2g. From here,
an s2l1l2 three-phase curve runs toward high pressures, and an s2l1g three-phase
curve to a second quadruple point, Q1= s1s2lg. From this quadruple point, a
three-phase curve s1lg runs to the triple point of component 1, a eutectic curve
s1s2l to high pressures, and a binary sublimation three-phase curve s1s2g to abso-
lute zero. The high-temperature branch of the s2lg three-phase curve may or may
not interrupt the critical curve issuing from the critical point of component 2.
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FIGURE 6.10 Schematic phase diagram of a class III system with solidification (no miscibility in
the solid state) – awful case: the s2lg curve missing the minor critical curve.3

The discussion of high-pressure fluid-/solid-phase diagrams can evidently
get rather complicated. We can, however, observe some principles:

l The three-phase curve originating at the triple point of the heavier compo-
nent is of the type s2lg.

l The three-phase sublimation curve is s1s2g.
l Four three-phase curves issue from a quadruple point.
l These curves differ in one phase, i.e., by passing through a quadruple point

one can exchange one phase for another.

Evidently, it takes one quadruple point to go from s2lg to s1s2g, and this
explains Fig. 6.8.

In Fig. 6.10, the intersection of the s2lg and the l1l2g three-phase curves
creates a quadruple point Q2= s2l1l2g. From here, it is impossible to reach the
s1s2g curve in one step. But it can be accomplished if a second quadruple point
is used, as shown in this figure.

By starting from another fluid-phase diagram class than I or III or by varying
the shapes of the three-phase curves, phase diagrams of an even higher com-
plexity can be generated. There is evidently a huge variety. Still, even the most
complicated phase diagram is based on simple rules, and a systematic minimiza-
tion of the Gibbs energy of the system, taking all possible phases into account,
will eventually lead to the correct diagram.

6.4 IMPURE SOLIDS

Most publications dealing with the calculation of solid–fluid phase equilibria
contain the statement “it is assumed that the solid phase is pure,” or something
similar to this effect.

Why are solid phases always pure compounds?

3 When two liquid phases coexist, we distinguish them by writing l1 and l2. Both are mixtures, with
l1 having a higher mole fraction of component 1.
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Of course, they are not! Admittedly, the solubilities of foreign substances in
crystalline phases are usually very low; this is the reason why purification tech-
niques like recrystallization and zone melting are so effective. Furthermore, the
experimental evidence concerning solubilities in crystalline phases is meagre:
even if an impurity is detected, it is often very difficult to distinguish a com-
ponent truly dissolved in a crystalline phase from one adsorbed at the crystal
boundaries, or occluded during crystallization.

But there are some cases in which the solid phases are known to contain
significant amounts of other substances.

6.4.1 Continuous Miscibility

Continuous miscibility in the sense that two compounds can occupy lattice sites
of the same crystal lattice is a rare phenomenon. Evidently, the pure compounds
must have the same crystal structure and very similar lattice parameters to do
so. A well-known example is the system {silver + gold}.

For thermodynamic modeling of this case, one can invoke (Eq. 6.2) for both
compounds and then calculate the total Gibbs energy of the mixed solid from

Gs
m(p,T,Ex

s)=
∑
i=1

xsi
(
Gs

m,i(p,T)+RT lnxsi
)
+GE,s(p,T,Ex s). (6.18)

The summation extends over all compounds making up the solid phase. For the
excess term, a suitable function has to be chosen, but as the compounds have
very similar sizes as well as chemical constitutions to achieve miscibility in the
solid state, a Porter ansatz, Eq. (4.46), is usually sufficient.

In principle, one needs to know the temperature and pressure dependence of
the excess function, but the authors are not aware of any published work on this
topic.

If the ansatz, Eq. (6.18), is also applicable to the liquid phase (with different
parameters, of course), the phase diagram can be calculated with an extension
of the method presented in Section 5.5.5.

It should be noted that a large excess term can lead to “solid azeotropy” and
limited miscibility in the solid state. A systematic survey of the solid–liquid
phase diagrams that can be generated with this simple model has been given by
van Pelt [85]; the number of phase diagrams is impressive.

6.4.2 Continuous Solubility on Interstitial Sites (Clathrates)

Miscibility in a solid phase can also occur if one component can occupy vacan-
cies or interstitial sites in the crystal lattice of the other. An important example
are clathrates: here the host component is usually a species capable of hydro-
gen bonding, like water, and the guest component is a nonpolar or weakly polar
species, like methane, ethane, or carbon dioxide.

Clathrates can be described, in principle, with the model of van der Waals
and Platteeuw [86]. In its simplest form, it assumes that the interstitial sites
are all of the same quality and can be occupied by one guest molecule only;
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furthermore, the guest molecules do not interact with each other. This model
is in fact a three-dimensional analogon of the Langmuir adsorption model. If
N1 and N2 denote the numbers of guest and host molecules, respectively, and
M=αN2 denotes the number of interstitial sites, this model gives the following
lattice filling ratio:

θ =
N1

M
=

λ1q1

1+λ1q1
, (6.19)

where q1 denotes the partition function of a free guest molecule and λ1=

exp(−εL1/kBT) the Boltzmann factor of the absorption process; εL1 denotes
the energy4 required to transfer a molecule 1 from the vacuum into the crystal
lattice. The resulting Gibbs energy of the impure crystal is therefore

Gs
m= Gs

m,2+x1εL1+RT(x1 lnx1+(αx2−x1) ln(αx2−x1)−αx2 ln(αx2)).

(6.20)

Evidently, the largest possible mole fraction of the guest component is
xs1,max=α/(α+1), e.g., xs1,max=0.5 for α=1 (one interstitial site per host
molecule). The second term in the equation above, the energetic contribution
to the Gibbs energy, is a rather steep linear function, for εL1 represents an inter-
action energy of the guest molecule with all host molecules lining its cavity.
The size of the third term, the entropic contribution, is merely of the order of
magnitude of RT . The resulting situation is depicted in Fig. 6.11:

0 0.2 0.4 0.6 0.8
x1

G
m

Fluid states coexisting
with almost pure solid

Fluid states coexisting
with almost pure adduct

FIGURE 6.11 Molar Gibbs energy of a clathrate according to the van der Waals–Platteeuw model.
: Eq. (6.20), for α=1 and εL1=5RT , and : tangent lines indicating the equilibrium with

a fluid phase, for xs1=0.001 and 0.499.

4more accurately: the free energy; the entropic contribution, however, is often small.
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l For all Gibbs energy values of the fluid below the lower dotted line, the
solid equilibrium phase is an almost pure host phase. Eq. (6.20) gives infinite
slopes at both ends of the Gs

m curve, so that the solid phase cannot be exactly
pure, but the amount of component 1 dissolved in the host lattice is very
small.

l For all Gibbs energies of the fluid above the upper dotted line, the solid
equilibrium phase has almost all its vacancies occupied. It would appear to
the experimentalist as an adduct phase with a stoichiometric composition,
“compound 1 ·α compound 2”.

l Only in the narrow range between the two dotted lines, the composition of
the solid would perceptibly change with the Gibbs energy or the pressure of
the fluid phase.

Just as the van der Waals equation of state captures the essentials of fluid
behavior qualitatively, but is not good for accurate quantitative work, the van
der Waals–Platteeuw model gives a qualitative explanation of the behavior of
clathrates, but not a good quantitative description. In practice, clathrate com-
pounds may contain more than one cavity type, larger cavities may contain
more than one guest molecule, and there may be interactions between guest
molecules. Readers interested in these compounds will find several advanced
models in the literature, which are better but also much more complicated.

6.4.3 Formation of Stoichiometric Compounds

Sometimes, two compounds can form a new compound that crystallizes in
pure form (cum granulo salis) in a crystal phase of its own. Whether the new
compound is formed by a chemical reaction, e.g.,

CaO+CO2
CaCO3,

or is merely an adduct, e.g.,

CaSO4+2H2O
CaSO4 ·2H2O,

is irrelevant. What matters is that there is a new compound with a well-defined,
fixed composition.

This case is often found in connection with small, polar, or hydrogen-
bonding molecules like water or hydrogen chloride, but sometimes larger
molecules form adducts, too. A well-known example is tartaric acid, which has
got two enantiomeric forms (and one meso diastereomer); the racemic mixture
of the enantiomers has a crystal structure of its own.

The calculation of the phase equilibrium has to account for the chemical
reaction equilibrium:

N∑
i=1

νiµi=0. (6.21)
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Here the νi are the stoichiometric coefficients for the chemical reaction (positive
for products, negative for educts). For the calcination equilibrium mentioned
above, we can assume that the two solid phases and the fluid phase are pure;
therefore, the chemical potentials can be replaced by molar Gibbs energies, and
the central equation becomes

Gs
m,CaCO3

(T)−Gs
m,CaO(T)−Gf

m,CO2
(p,T)=0. (6.22)

Here it has already been assumed that the Gibbs energies of the solid phases do
not significantly depend on pressure.

The Gibbs energies of the solid phases are their absolute Gibbs energies,
which can be found in thermodynamic tables. The Gibbs energy of the carbon
dioxide is its standard Gibbs energy plus the Gibbs energy of compression from
the standard pressure of the thermodynamic table to p.

Here a word of caution is in order: the reference state that appears in many
thermodynamic equations of this book, (p
,V


m ,T), is in the ideal-gas regime:
V


m is so large that p
V

m =RT holds. The reference state of thermochemical

tables is the standard state, the most stable phase at the standard temperature
T◦ (usually 298.15 K) and the standard pressure p◦ (usually 0.1 MPa). It is not
necessarily an ideal gas. We denote its molar volume by V◦m.

The Gibbs energy balance then becomes

0=Gs
m,CaCO3

(T)−Gs
m,CaO(T)−Gf

m,CO2
(p◦,T)

−(Gf
m,CO2

(p,T)−Gf
m,CO2

(p◦,T))

=1rG


m (p

◦,T)−pVm+p◦V◦m−Ar
m,CO2

(Vm,T)+Ar
m,CO2

(V◦m,T)

+RT ln
Vm

V◦m
.

(6.23)

Here p and Vm refer to the fluid phase (carbon dioxide). 1rG

m is the stan-

dard Gibbs energy of the reaction. Eq. (6.23) is a nonlinear equation with one
variable, p, which can be solved with one of the methods listed in the appendix.

If the fluid phase is an ideal gas, the residual Helmholtz energy terms can be
neglected, and Eq. (6.23) turns into

RT ln
p

p◦
=1rG



m . (6.24)

Fig. 6.12 shows the carbon dioxide equilibrium pressure of the calcination equi-
librium, computed with Eq. (6.23) and a reference equation of state for the gas
phase [87].

It must be pointed out that this is a rather simple case. In general, the solid
compounds might dissolve in the fluid phase. Eq. (6.21) is still valid in such
a case, but then more complicated expressions for the chemical potentials are
required.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: Ch06-9780444563477” — 2012/2/10 — 13:34 — page 174 — #18

174 CHAPTER | 6 Solid–Fluid Equilibrium

600 800 1000 1200 1400
–16

–14

–12

–10

–8

–6

–4

–2

0

T (K)

lg
 p

/p

CaCO3 CaO + CO2

FIGURE 6.12 Carbon dioxide equilibrium pressure of the calcination reaction. calculated
with Eq. (6.23), : reference pressure, and ◦: experimental data.

The standard Gibbs energies of reaction depend on the temperature. Some
thermodynamic tables list the 1rG


m directly or even give interpolation func-
tions. Other tables list standard enthalpies and entropies only and expect the
user to perform the integrations by means of Kirchhoff’s laws:

Hm(T)=Hm(T
◦)+

T∫
T◦

Cpm(T)dT

Sm(T)=Sm(T
◦)+

T∫
T◦

Cpm(T)

T
dT.

(6.25)

The isobaric heat capacity, Cpm(T), usually varies slowly with temperature.
Experimental values can be interpolated with low-order polynomials or cubic
spline functions.

6.5 PROBLEMS

1. A solid has the sublimation pressure psg. The space above the solid is filled
with an inert gas at pressure p1>psg2 . At this pressure, the gas phase is
adequately described by the ideal-gas law. The solid can be considered
incompressible. Does the presence of the gas affect the partial pressure of
component 2?
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2. Consider the formation of gypsum from gypsum hemihydrate,

CaSO4 ·0.5H2O+1.5H2O
CaSO4 ·2H2O

at 25◦C. Calculate the equilibrium pressure of water in the vapor phase
(molar Gibbs energies at 0.1 MPa, CaSO4 ·2H2O: −2080.5 kJ/mol, CaSO4·

0.5H2O: −1615.6 kJ/mol, water: H2O: −306.69 kJ/mol; vapor pressure of
pure water: 3.17 kPa; the vapor phase can be treated as an ideal gas).

3. Construct px cross sections for phase diagram Fig. 6.10 at temperatures
slightly below and above quadruple point Q1.
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Chapter 7

Equations of State for
Pure Fluids

In the previous chapters, we have discussed fluid phase behavior qualitatively and then
shown how phase boundaries are related to thermodynamic functions like the Helmholtz
energy function, Am(Vm,T,Ex), or the Gibbs energy function, Gm(p,T,Ex), which in turn
are related to the equation of state, p(Vm,T,Ex). But until now we did not say what this
function actually is.

In this chapter, we will describe some equations of state that have been found useful
for the calculation of fluid phase equilibria. We will first treat equations of state for pure
fluids and then, in the next chapter, their generalization to mixtures.

7.1 FUNDAMENTALS

As shown in the previous chapters, the criteria of phase equilibrium and phase
stability can be conveniently formulated with the Helmholtz energy function,
Am(Vm,T,Ex). This function is also called the fundamental equation of a fluid.

Am is not directly measurable but can be obtained from the experimentally
accessible pressure function, p(Vm,T,Ex), which is called the equation of state
for historical reasons. More accurately, this function is called the thermal equa-
tion of state, in contrast to the caloric equation of state, Um(Vm,T,Ex). The latter
function, however, is rarely used.

In this chapter, we will consider thermal equations of state for pure sub-
stances, i.e., the function p(Vm,T), and its associated fundamental equations,
Am(Vm,T). These two functions are related by

p(Vm,T)=−

(
∂Am(Vm,T)

∂Vm

)
T

Am(Vm,T)=Am(V


m ,T)−

Vm∫
V


m

p(Vm,T)dVm.

(7.1)
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7.2 THE IDEAL GAS

Thermal equations of state go back to the compression and expansion exper-
iments of Boyle and Mariotte at the end of the 17th Century, which can be
summarized as

p∝
1

V
, (7.2)

on condition that the amount of substance and the temperature are constant.
About a 100 years later, Charles, Amontons, and Gay-Lussac discovered the
relations

V∝T (7.3)

at constant pressure and amount of substance and

p∝T (7.4)

at constant volume and amount of substance. The combination of these empiri-
cal results gives the ideal-gas law, which is historically the first equation of
state:

pV=nRT (7.5)

or

pVm=RT. (7.6)

Here R=8.314472 J K−1 mol−1 denotes the universal gas constant.
Later, with the development of quantum mechanics and statistical thermo-

dynamics, it became possible to derive the ideal-gas law from first principles.
This gave an insight into various assumptions and approximations limiting its
applicability. Ideal behavior results if the gas molecules do not interact with
each other; in particular, this means

l the absence of attractive forces between the molecules,
l an infinitesimally small size of the molecules,
l and no quantum mechanical restrictions with regard to wave-function

symmetry or the number of accessible states.

This explains why the ideal-gas law is valid for gases at low pressures (large
molar volumes) only, for only under this condition the average distances
between the molecules are so large that the interactions become negligible. Con-
versely, each gas can be made to behave like an ideal gas if it is expanded
sufficiently. Therefore, the ideal-gas law is the limiting law for all equations of
state:

lim
Vm→∞

p(Vm,T)Vm=RT. (7.7)
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It should be noted that this equation describes the high-volume/low-pressure
limiting behavior. The analogous relation for the high-temperature limit is not
true: a gas does not necessarily conform to the ideal-gas law if it is heated to
high temperatures at constant density.

Another consequence of the conditions of the ideal-gas law is that it does
not predict fluid-phase equilibria.

7.3 THE VIRIAL EQUATION OF STATE

The virial equation of state was probably proposed first by Thiesen in 1885 [88]
and intensively studied by Kamerlingh Onnes at the beginning of the previous
century as an empirical extension of the ideal-gas law. It is a series expansion
of the compression factor either with respect to pressure,

Z=1+B′2+B′3p2
+B′4 p3

+·· · , (7.8)

or with respect to molar volume,

Z=1+
B2

Vm
+

B3

V2
m
+

B4

V3
m
+·· ·. (7.9)

The virial coefficients B′i of the pressure series can be computed from those of
the volume series, Bi, and vice versa.

The virial coefficients depend on temperature. Experimental data for the sec-
ond virial coefficient have been tabulated for many substances. Experimental
data for B3(T) and higher virial coefficients, however, are rather scarce.

A truncated virial equation of state containing the B2 and the B3 terms only is
theoretically able to represent van der Waals loops. But such an equation would
describe the pVT behavior of liquids and dense gases rather badly. In fact, the
mathematical structure of the volume-based virial equation, a polynomial in
V−1

m , is not well adapted to the behavior of real fluids, which show a strong
divergence of the pressure at high densities. Unless a rather large number of
terms is used, the virial equation of state is not useful for phase equilibrium
calculations.

Still, virial coefficients play an important role in the theory of equations of
state. It can be shown that the virial coefficient Bi is related to i-body interactions
in a fluid and can, in principle, be calculated from statistical thermodynamics.

7.4 CUBIC EQUATIONS OF STATE

7.4.1 The van der Waals Equation of State

A major step in the development of equations of state was accomplished by
van der Waals in 1873 [89, 90]. His equation of state accounts for interactions
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between molecules:

p=
RT

Vm−b︸ ︷︷ ︸
prep

−
a

V2
m︸︷︷︸

patt

. (7.10)

The equation consists of a repulsion term, prep, which (approximately) reflects
the decrease of the accessible volume by the volume occupied by the molecules,
and an attraction term, patt, which describes the decrease of the pressure because
of attractive forces acting between the molecules. It contains two parameters,
the attraction parameter a and the so-called covolume parameter b.

This equation of state was the first one that could be used for the calcula-
tion of vapor–liquid phase equilibria of pure fluids. It generates a qualitatively
correct vapor–liquid coexistence curve that terminates in a critical point. In
the two-phase region, the isotherms of this equation of state pass through
one minimum on the liquid side and one maximum on the vapor side. This
back-and-forth movement is called a van der Waals loop (cf. Fig. 5.6).

While the development of the van der Waals equation was historically a
milestone for the modelling of fluid-phase equilibria, this equation is not very
accurate. It can be used for general discussions of features of fluids, but it
should not be used for accurate phase-diagram calculations. One indicator of its
insufficiency is the critical compression factor Zc=pcVmc/RTc, which has the
value 0.375 for this equation of state, whereas the experimental values typically
fall below 0.3 for most substances. Therefore, many empirical and theoretical
improvements were proposed afterwards.

Multiplying the van der Waals equation, Eq. (7.10), with its denominator
expressions and rearrangement leads to a cubic polynomial in Vm,

pV3
m+(−pb−RT)V2

m+aVm−ab=0 (7.11)

(see also Section C.1). Because of this transformability into a cubic polyno-
mial, the van der Waals equation is called a cubic equation of state; in fact, it is
the first and simplest member of a large class of equations of state having this
characteristic.

The van der Waals equation and cubic equations of state in general have
several desirable properties:

l A polynomial degree of at least 3 is necessary for the formation of van der
Waals loops. Cubic equations are, therefore, the simplest equations that can
be used for fluid-phase equilibrium calculations.

l With a polynomial degree of 3, only one van der Waals loop can occur (one
maximum–minimum pair along a p(V) isotherm); classical spinodals can
be clearly defined, and there are no spurious metastable states within the
unstable portion of an isotherm.
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l The calculation of molar volumes for given pressure and temperature is
an algebraic problem for which reliable and fast algorithms exist (see
Appendix A.5) If there is more than one real solution (no more than three
can exist), the solution with the smallest molar volume is usually considered
to belong to a liquid phase, the solution with the largest molar volume to a
vapor phase, and the intermediate solution to an unstable state.

This identification is strictly correct for the van der Waals equation
only!

Due to these mathematical characteristics, their simplicity, and their low
computer-time requirements, cubic equations of state are frequently used for
phase equilibrium calculations.

However, one must not confuse ease of use with correctness. Cubic equations
of state have been proven to give physically meaningless results for some caloric
and phase diagram properties at very high pressures [91, 92].

The quantitative inadequacy of the van der Waals equation led to the empir-
ical development of other equations of state that still preserve the “cubic
quality,” but agree better with experimental data. In these equations, typically
the attraction term is varied, whereas the van der Waals repulsion term is
maintained.

7.4.2 The Redlich–Kwong Equation

In 1949, Redlich and Kwong published a very successful improvement of the
van der Waals equation [93], where the attraction term had been modified in two
ways: First, Redlich and Kwong found from an analysis of experimental data
that the attraction term had a temperature dependence that could be represented
approximately by a power law with an exponent close to −0.5. The second
change in the attraction term concerned its dependence on the molar volume
and led to a lower critical compression factor. The resulting Redlich–Kwong
equation of state is given by

p=
RT

Vm−b
−

a
√

TVm(Vm−b)
(7.12)

(see also Section C.2).
The critical compression factor Zc is 1/3 for this equation of state, which

is still somewhat too high for most substances, but much closer to the typical
experimental range than the Zc of the van der Waals equation of state.

It should be noted that, at very high pressures, the calculation of molar vol-
umes for given pressures can produce unphysical values that are smaller than
the covolume parameter [94].
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7.4.3 The Redlich–Kwong–Soave Equation

In 1972, Soave created a variant of the Redlich–Kwong equation with an
improved empirical temperature dependence [95]:

p=
RT

Vm−b
−

acα(T)

Vm(Vm−b)

with α(T)=

(
1+m

(
1−

√
T

Tc

))2

.

(7.13)

ac is the value of the attraction parameter at the critical temperature; evidently,
α(Tc)=1. The temperature function α(T) is shown in Fig. 7.4. The parameter
m is related to Pitzer’s acentric factor ω [96, 97]:

m=0.480+1.574ω−0.176ω2. (7.14)

The acentric factor relates the vapor pressure of a fluid at a reduced temperature
T̃=T/Tc=0.7 to its critical pressure:

ω= lg
pc

pσ (T̃=0.7)
−1. (7.15)

ω has been tabulated for many substances [98]; the value for argon is approxi-
mately zero.

Although the choice of the reference fluid is arbitrary, the acentric factor is
often understood as a measure of the deviation of the molecular shape from a
sphere.

Soave’s temperature function significantly improves the prediction of vapor
pressure curves, which is not surprising, because the ω parameter is directly
related to vapor pressures. At very high temperatures, however, it can cause
unphysical results (cf. Fig. 7.4).

7.4.4 The Peng–Robinson Equation

Another famous cubic equation of state was proposed in 1976 by Peng and
Robinson [99]. The temperature dependence of its attractive term is similar to
that of Soave, but its density dependence is slightly different:

p=
RT

Vm−b
−

a(T)

Vm(Vm+b)+b(Vm−b)

a(T)=ac

(
1+κ

(
1−

√
T

Tc

))2

κ=0.37464+1.54226ω+0.26992ω2.

(7.16)

In spite of its simplicity, this equation has been found to give remarkably
good results especially for alkanes and other nonpolar compounds.
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7.4.5 Generalized Cubic Equations of State

Between 1970 and 2000, many more cubic equations of state were published,
which can be summarized as

p=
RT

Vm−b
−

acα(T)

V2
m+c1Vm +c0

. (7.17)

This equation is called a generalized cubic equation of state. Evidently, for
c0= c1=0 and α(T)= constant, the van der Waals equation is recovered. Other
choices for the ci give the Redlich–Kwong or the Peng–Robinson equation.
Optimal choices for the ci and α(T) have been published for many classes of
chemical compounds; the reader is referred to the original literature.

In order to correct the notoriously bad representation of liquid molar vol-
umes, Martin [100] and Péneloux et al. [101] introduced the concept of “volume
translation”: an equation of state in which Vm is replaced by Vm+1Vm has the
same vapor pressure curve (1Vm cancels in Maxwell’s criterion, Eq. (5.28),
but evidently the orthobaric volumes are shifted by 1Vm). If 1Vm is made
temperature dependent, simultaneously a good representation of liquid den-
sities and critical compression factors should be possible; this, however, is
seldom attempted. In fact, for such an approach, caution is advised, because
it is known that a temperature-dependent volume translation or covolume can
lead to isotherm crossing at high densities [91, 102, 103].

A modern equation of state using this feature is the “volume-translated
Peng–Robinson equation” by Ahlers and Gmehling [104]. At this point, it
should be mentioned that some modern equations of state are coupled with
group contribution methods that allow the user to derive the substance-
dependent parameters from the chemical constitution.

By a suitable redefinition of its constants, a volume-translated cubic equation
of state can always be turned into a generalized cubic equation of state.

As mentioned above, these equations can be inverted by finding the roots
of a cubic polynomial. If there are three real roots, it is generally not safe to
assume that the root with the smallest molar volume represents a liquid state;
it may belong to an unphysical state with a density beyond the dense-packing
limit or even with a negative density. For most cubic equations of state except
the van der Waals equation, it is important to implement appropriate tests in the
computer programs.

7.5 EQUATIONS OF STATE BASED ON MOLECULAR
THEORY

Van der Waals already used microscopic considerations for the development
of his equation of state, such as the ideas of a molecular volume (covolume)
leading to a repulsive contribution and of attraction forces acting between
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molecules. However, his approach was intuitive rather than fundamental,
because at his time statistical mechanics had not progressed far enough.

Equations of state based on molecular theory start from well-defined molec-
ular interaction potentials and use statistical thermodynamics to generate the
required thermodynamic functions. Here we will summarize some of the
modern concepts very shortly.

Fluids are homogeneous in the sense that, in absence of external fields, at any
location the average number of molecules (time average) in a volume element
dV is dN = ρ̂ dV , where ρ̂=N /V is the overall number density1. This does not
mean, however, that fluids have no structure: in dense fluids, molecules form
“coordination shells” around each other and thus develop a kind of local order.
The deviation of the local density from the overall value is then described with
a correction factor, the radial distribution function g(r). For a system consisting
of spherical molecules, the number of molecules found on average in a spherical
shell of thickness dr at the distance r from a given molecule is

dN =4πr2ρ̂g(r)dr . (7.18)

g(r) is sketched in Fig. 7.1. It is 0 at close distance, because molecules can-
not overlap, and it is 1 at long distances, because there the molecules do not
“feel” the influence of the given molecule. At intermediate distances, however,
maxima and minima indicate the formation of coordination shells.

0 1 2 3 4
0

1

2

3

r~

g(
r~ )

FIGURE 7.1 Radial distribution function g(r̃) of hard spheres (r̃= r/σ : reduced distance). :
reduced density ξ =0, : ξ =0.15, and : ξ =0.4.

1not to be confused with the molar density ρ=V−1
m = ρ̂/NA
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The radial distribution function also depends on density and temperature:
the extrema become more pronounced with increasing density or lower temper-
ature. For low densities, the radial distribution function converges against the
Boltzmann factor of the pair potential:

lim
ρ̂→0

g(r)= exp

(
−

u(r)

kBT

)
. (7.19)

Here u(r) represents the pair potential function, i.e., the energy of a pair of
molecules separated by the distance r, with u(∞)=0.

The calculation of the radial distribution function is complicated and cannot
be treated here. Fortunately, for many applications, it is not necessary to know
g(r) explicitly or over the whole range of distances. We give here, without fur-
ther proofs, some relations between the radial distribution function and some
thermodynamic functions:

l the energy equation, i.e., the contribution of intermolecular interactions to
the configurational internal energy:

Uconf=2πρ̂N
∞∫

0

g(r)u(r)r2 dr. (7.20)

l the pressure equation:

Z=1−
2π

3

ρ̂

kBT

∞∫
0

g(r)
du(r)

dr
r3 dr. (7.21)

The integral represents the so-called virial, a statistical average of the
product of intermolecular force, du(r)/dr, and intermolecular distance, r.

l the compressibility equation:

ρ̂kBTκT =1+4πρ̂

∞∫
0

(g(r)−1)r2 dr. (7.22)

For the energy and the pressure equation, it is assumed that the intermolec-
ular interactions are pairwise additive, whereas the compressibility equation
can be used even for nonadditive interaction potentials. All three equations
are written here for spherical molecules; for nonspherical molecules, additional
integrations over orientation angles must be performed.

Substituting Eq. (7.19) into Eq. (7.22) and comparing the result with the
virial series, Eq. (7.9), leads to an expression for the second virial coefficient
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(again assuming that the pair potential has no angle dependence):

B2(T)=−2π

∞∫
0

[
exp

(
−

u(r)

kBT

)
−1

]
r2 dr. (7.23)

As mentioned above, the higher virial coefficients B3, B4, . . . represent
three-, four-, . . . -body interactions. These can be approximately broken down
into combinations of two-body interactions by means of the superposition
approximation. So the third virial coefficient contains three terms stemming
from three two-body interactions that are possible between three particles.
But there is also a contribution that vanishes if one of the three particles is
removed, the so-called three-body term. This latter contribution, however, is
often neglected or approximated with an Axilrod–Teller term [105]. In the
end, the calculation of higher order virial coefficients amounts to the evalu-
ation of multidimensional integrals over Boltzmann factors of the interaction
potentials [106].

7.5.1 Hard-Sphere Equations of State

A simple but important interaction potential is the hard-sphere potential: two
hard spheres do not interact if their distance is larger than their diameter; but
if their distance is smaller than their diameter, the potential energy becomes
infinite, which means that the spheres cannot penetrate (Fig. 7.2):

u(r)=

{
∞ r<σ

0 r≥σ
. (7.24)

The radial distribution function of the hard-sphere fluid is shown in Fig. 7.1.
As the pair potential is either zero or infinite, the zero-density limit of g(r) is
simply a step function. At higher densities, a peak forms at r=σ . It should be
noted that this peak is not caused by attraction forces (which do not exist for
this model) but entirely by geometric effects.

These effects exist in all real fluids, regardless of their temperatures or inter-
molecular attraction. Therefore, the hard-sphere fluid is a popular and important
reference system.

u

σ r

FIGURE 7.2 Interaction potential of hard spheres.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: Ch07-9780444563477” — 2012/2/10 — 15:38 — page 187 — #11

7.5 | Equations of State Based on Molecular Theory 187

The equation of state of the hard-sphere fluid can be derived from the virial
expansion. For the second, third, and fourth virial coefficients of the hard-sphere
fluid, analytical solutions are available, whereas the higher order coefficients
were calculated by numerical methods [107, 108]. Inserting these coefficients
into the virial expansion gives

Z =1+
b

Vm
+

5

8

(
b

Vm

)2

+0.28695

(
b

Vm

)3

+0.1103

(
b

Vm

)4

+0.0386

(
b

Vm

)5

+·· ·,

(7.25)

where b= (2π/3)NAσ
3 is the van der Waals covolume parameter.

For further manipulations of this equation, it is convenient to introduce the
packing fraction ξ =b/(4Vm)= (π/6)NAσ

3/Vm, which leads to

Z=1+4ξ+10ξ2
+18.3648ξ3

+28.2368ξ4
+39.5264ξ5

+·· · . (7.26)

Carnahan and Starling [109] realized that the coefficients of the series are
close to integer numbers, and that their values can be represented by n2

+n−2.
This allows to summate the series:

Z=1+
∑
n=2

(n2
+n−2)ξn−1

=1+
∑
n=0

(n2
+3n)ξn. (7.27)

With the assumption that the general expression for the virial coefficients is
valid for arbitrary n, the sum can be transformed into

Z=
1+ξ+ξ2

−ξ3

(1−ξ)3
. (7.28)

This is the well-known Carnahan–Starling equation of state for the hard-sphere
fluid. It represents the properties of the hard-sphere fluid quite well up to liquid-
like densities of about ξ =0.5.

For higher densities, this equation shows deviations from Monte Carlo sim-
ulations. These are related to the increasingly inaccurate description of the
higher virial coefficients by Eq. (7.27). In particular, the inadequate treatment
of their limiting behaviour is the reason why the Carnahan–Starling equation
of state diverges at ξ→1 and not at the close-packing limit of ξ =0.74 or the
random-close-packing limit of about ξ =0.69.

The comparison of the virial series of the Carnahan–Starling equation,

ZCS=1+4ξ+10ξ2
+18ξ3

+28ξ4
+40ξ5

+·· ·, (7.29)

and the repulsion term of the van der Waals equation of state,

ZvdW,rep=1+4ξ+16ξ2
+64ξ3

+256ξ4
+1024ξ5

+·· ·, (7.30)
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shows that already the third virial coefficient of the van der Waals equation is far
off the mark. Therefore, a logical improvement of the van der Waals equation
of state is the replacement of the repulsion term by the Carnahan–Starling term,
leading to the Carnahan–Starling–van der Waals (CSvdW) equation of state:

p=
RT

Vm

1+ξ+ξ2
−ξ3

(1−ξ)3
−

a

V2
m
. (7.31)

There are various other hard-sphere equations of state, derived by different
statistical-mechanics methods, of which some are even more accurate [110].
Still, the Carnahan–Starling equation is the most widely used equation of state
for the hard-sphere fluid, probably for esthetic reasons.

It can be shown that the ratio of two subsequent virial coefficients is related
to the location of the pole of the hard-sphere equation of state [111]:

ξmax= lim
i→∞

Bi

Bi+1
. (7.32)

By taking the first virial coefficient from the hard-sphere series but calculating
the higher ones from Bi+1=Bi/ξmax, it is possible to create equations of state
that combine a correct behavior at low densities with a physically reasonable
behavior at very high densities. An example is given as follows:

Z=
3+5ξ+6ξ2

(1−ξ)(3−4ξ)
, (7.33)

which evidently has ξmax=0.75, close to the close-packing limit [112].

7.5.2 Attraction Terms

Like the repulsion term, the attraction term of the van der Waals equation is
merely a first approximation and can be improved. An inspection of Eq. (7.21)
in connection with Eq. (7.19) shows that the long-distance part of the integral
must give a temperature-dependent contribution to the pressure, at least at low
densities. The van der Waals equation with its temperature-independent attrac-
tion term, a/V2

m, is compatible with Eq. (7.21) only if an attractive pair potential
of infinite range, but infinitesimal strength is assumed: for such a pair poten-
tial, the internal energy of a fluid would not depend on the configuration. This,
however, is not a good approximation for the molecules of this universe.

A more realistic model potential, which is similar to the hard-sphere
potential in the sense that it has discrete sections, is the square-well potential
(Fig. 7.3). The attraction is described by a constant negative energy value−ε in
the range from the contact of two particles at the diameter σ to a λσ . Beyond
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FIGURE 7.3 Interaction potential of the square-well fluid.

this distance, the interaction between the two particles is zero:

u(r)=


∞ r<σ

−ε σ ≤ r<λσ

0 r≥λσ

. (7.34)

A typical value for λ is 1.5. It is possible to derive an analytic expression for the
second virial coefficient of the square-well potential from Eq. (7.23):

B2 = b

[
1−(λ3

−1)

(
exp

(
T∗

T

)
−1

)]
. (7.35)

Here T∗= ε/kB is the characteristic temperature. The first term is again the
(positive) hard-sphere second virial coefficient, whereas the second term is
the (negative) contribution of the attractive well. Inserting Eq. 7.35 into the
truncated virial series

p=
RT

Vm

(
1+

B2

Vm

)
(7.36)

gives

p=
RT

Vm
+

RTb

V2
m
−
(λ3
−1)RTb

V2
m

(
exp

(
T∗

T

)
−1

)
. (7.37)

This exponential temperature dependence of the attraction is present in
several equations of state. In the limit of high temperatures, this attraction term
approaches the van der Waals attraction term patt→ (λ3

−1)RT∗b/V2
m∝a/V2

m.
This behavior suggests that a physically sound temperature dependence of an
attraction term is monotonically decreasing toward a nonzero, positive limiting
value at high temperatures. In Fig. 7.4, the exponential temperature dependence
is plotted and compared to some empirical temperature functions used in cubic
equations of state such as the Peng–Robinson or Soave–Redlich–Kwong equa-
tions (PR), the Redlich–Kwong equation (RK), and the van der Waals equation
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FIGURE 7.4 Temperature dependence of the attraction term. RKS: Peng–Robinson or Redlich–
Kwong–Soave, RK: Redlich–Kwong, sw: square well, and vdw: van der Waals.

(vdW). The square-root dependence of the Redlich–Kwong equation of state is
monotonically decreasing, but the limiting value at high temperature is zero.
The Soave temperature function used in many cubic equations of state exhibits
a minimum at around 9Tc. Above that temperature, the function increases again;
this behavior is not physically justified and can, in principle, lead to artifacts. Of
course, for most substances, 9Tc is an unrealistically high temperature. But for
hydrogen or neon, this corresponds to normal handling conditions. Therefore,
such cubic equations of state should be used for light gases with caution.

7.5.3 Perturbed-Hard-Chain Theories

The translational partition function of an ideal gas consisting of N molecules
can be written as

Qid
=

1

N !

(
V

33

)N
qNint , (7.38)

where3 is the thermal de Broglie wavelength and qint is the molecular partition
function pertaining to the internal degrees of freedom, e.g., rotation and vibra-
tion. qint does not depend on density, and therefore, this term does not contribute
to the equation of state.
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In order to proceed from here to the partition function of a real gas, the
following modifications have to be made:

l Because of intermolecular repulsion (the molecules have a finite volume),
the volume has to be replaced by the free volume.

l Intermolecular attraction has to be represented by a density-dependent
Boltzmann factor.

l At higher densities, rotations and vibrations are hindered, which makes a
density-dependent correction to qint necessary.

In the perturbed-hard-chain theory, the density-dependent contributions to
qint are treated as additional translational degrees of freedom:

Q=
1

N !

(
Vf

33

)N c

qNint exp

(
−
〈Uatt(V)〉

RT

)
, (7.39)

Here c is an empirical correction factor to the number of the translational
degrees of freedom; for spherical molecules it is c=1. For the energetic term, a
plausible assumption has to be made.

The free volume is related to repulsive interactions. For a fluid without ener-
getic interactions, having the same internal degrees of freedom as a reference
ideal gas, the partition function is

Q=
1

N !

(
Vf

33

)N
qNint. (7.40)

Dividing by the expression for an ideal gas, Eq. (7.38), and computing the
logarithm yields

ln
Q

Qid
=N ln

(
Vf

V

)
=

A

kBT
−

Aid

kBT
=

Ar

kBT
. (7.41)

Ar, the residual Helmholtz energy, can be calculated from a repulsive equation
of state. If the Carnahan–Starling equation for hard spheres, Eq. (7.28), is used,
the free volume is

Vf=V exp

(
−

4ξ−3ξ2

(1−ξ)2

)
. (7.42)

This is the free volume term that perturbed-hard-chain theories use.
An important example for this class of equations is the “simplified

perturbed-hard-chain equation of state” (SPHCT) [113]. The attractive term
combines features of the Redlich–Kwong equation and the theory of square-well
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molecules (cf. Section C.6):

Z=1+c
4ξ−2ξ2

(1−ξ)3
−

18cξ f

1+ξ f

with f =
1

τ

(
exp

(
1

2T̃

)
−1

)
and τ =

π

6

√
2, T̃=

kBT

ε
.

(7.43)

A more complicated member of this family is

Z=1+cc0
4ξ−2ξ2

(1−ξ)3
−

6

π
√

2

ξ

cT̃
I1(ξ, T̃,c), (7.44)

where I1 is a polynomial expansion [80, 81]. This equation of state is one of a
few equations that can match the Zc of real fluids.

Today, the perturbed-hard-chain theory has been superseded by the statistical
associating fluid theory (see Section 7.5.4.5).

7.5.4 Perturbation Theories

There are many theory-derived and molecular-based equations of state which
cannot all be described here. The interested reader is referred to recent reviews,
e.g., the book of Sengers et al. [114], or the textbook of Gray and Gubbins
[115]. Here we summarize some approaches that have become popular in recent
decades.

Thermodynamic perturbation theory goes back to Pople [116, 117] and was
later extended to the modelling of various fluids such as dipolar or quadrupolar
fluids, ionic fluids, or softly repulsive fluids. Perturbation theory can be regarded
as an expansion, in a sense similar to a Taylor expansion, around the properties
of a well-investigated reference fluid.

The general idea is to write the internal energy of the system as a sum of the
internal energy of the reference fluid and a “perturbation term”:

U(λ)=U0+λU1. (7.45)

λ is the so-called coupling parameter: λ=0 lets Eq. (7.45) return the properties
of the reference system, and λ=1 of the system with the full energy function.

The standard statistical thermodynamic expression for the residual
Helmholtz energy is

Ar
=−kBT lnQC, (7.46)

where QC is the configuration integral of an N -particle system,

QC=V−N
∫

exp

(
−

U(ErN ,�N )

kBT

)
d�N dErN . (7.47)
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The integration is carried out over all locations and orientations of all molecules.
The difference of the Helmholtz energies of the fluid with the perturbed potential
and the reference fluid is then

Ar(λ)−Ar
0=−kBT ln

QC(λ)

QC(0)
=−kBT ln

〈
exp

(
−
λU1(ErN ,�N )

kBT

)〉
0

. (7.48)

The subscript “0” indicates a canonical average over the reference system.
Expanding the logarithm and the exponential into Taylor series, collecting terms
with equal powers of λ, and finally setting λ=1 gives

Ar
=Ar

0+Ar
1+Ar

2+Ar
3+ . . .

Ar
1=〈U1〉0

Ar
2=−

1

2

(
1

kBT

)〈
(U1−〈U1〉0)

2
〉
0

Ar
3=−

1

6

(
1

kBT

)2 〈
(U1−〈U1〉0)

3
〉
0
.

(7.49)

Ar
0 is, of course, a property of the reference system, and thus known by

definition.
This equation is known as the λ expansion. It is formally applicable to

all kinds of energy models, provided that a reference system exists whose
properties are known.

7.5.4.1 Nonspherical Pair Potentials
In practice, often the hard-sphere fluid serves as a reference fluid, because its
properties, including the pair correlation function, are well known. Another
option is the Lennard-Jones fluid. Both interaction potentials are spherical.

In order to obtain the Helmholtz energy of a fluid with a nonspherical
interaction potential, the following ansatz is made [116]:

u(r,�1,�2) = u0(r)+λua(r,�1,�2). (7.50)

Here r denotes the distance between the molecules 1 and 2; �1 and �2 are their
orientations. If the spherical reference potential is defined as

u0(r)=〈u(r,�1,�2)〉�1,�2 , (7.51)

the orientational average of the anisotropic part of the pair potential vanishes:

〈ua(r,�1,�2)〉�1,�2 =0. (7.52)

Consequently, 〈U1〉0=0, and the first-order term of the λ expansion vanishes.
The Ar

2 term represents two-body interactions, the even more complicated
Ar

3 term three-body interactions. The latter are usually resolved by means of
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the superposition approximation. In order to obtain analytical equations, the
integrals are often evaluated numerically and then fitted to suitable functions.

Not unexpected, the calculation of the high-order perturbation terms beyond
Ar

3 is rather complicated and, at some point, not worth the effort. Moreover, the
perturbation series does not converge very well. Since perturbation theories are
per definition valid for small deviations from the reference state only, a slow
convergence means an even narrower range of applicability.

Replacing the summation in Eq. (7.49) by suitable Padé approximants has
been found to improve the convergence significantly [118]:

Ar
=Ar

0+
Ar

2

1−
Ar

3
Ar

2

. (7.53)

Examples for the application of thermodynamic perturbation theory are the
treatment of multipolar and ionic fluids based on the hard-sphere reference
fluid [119] or the accounting for soft repulsion (discussed in Section 7.5.4.3).
Gray et al. [120] showed that perturbation theory can be applied to arbi-
trary anisotropic intermolecular potentials; this includes polar interactions and
polarizability.

7.5.4.2 Scaled-particle Theory
Scaled-particle theory (SPT) may be regarded as a perturbation theory as well:
Where standard thermodynamic perturbation theory gradually turns on a contri-
bution to a pair potential, scaled particle theory “turns on” a particle of the same
type in a cavity of the fluid. Scaled-particle theory had originally been developed
by Reiss et al. [121] for the hard-sphere fluid in order to obtain an expression
for the value of its pair correlation function at contact of the hard spheres. They
introduced a coupling parameter in the potential model which allowed increas-
ing a sphere from a point to full size. Integration over the coupling parameter
yielded an expression for the chemical potential of the hard-sphere fluid.

Gibbons generalized that approach to particles of arbitrary shape [122] by
implementing the expression for the excluded volume of convex bodies by
Kihara [123] and others, and so obtained a Percus–Yevick equation2 for the
hard-convex-body fluid. In the limit of a spherical pair potential, the Percus–
Yevick equation for hard spheres is recovered. Boublı́k developed an equation
of state for hard convex bodies that has the Carnahan–Starling equation as its
spherical limit [124], Eq. (7.55).

7.5.4.3 Soft Repulsion
Real molecules do not really behave like hard spheres, but they can inter-
penetrate to some extent if they collide with high speeds. For many practical

2The Percus-Yevick equations of state for the hard-sphere fluid can be regarded as predecessors for
the Carnahan–Starling equation.
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FIGURE 7.5 Lennard-Jones interaction potential.

applications, intermolecular or interatomic interactions are reasonably well
described by the Lennard-Jones pair potential, which is sketched in Fig. 7.5.
Perturbation theory assumes that a soft-sphere fluid can be modelled essentially
as a hard-sphere fluid, but with a temperature-dependent collision diameter.
Specifically, the Barker–Henderson theory [106, 125] proposes

σeff=

∞∫
0

(
1−exp

(
−

u(r)

kBT

))
dr . (7.54)

The Weeks–Chandler–Andersen perturbation theory [126] goes beyond the
Barker–Henderson theory and takes also pressure effects on the effective
collision diameter into account.

Consequently, an effective covolume parameter is obtained which, for
the Barker–Henderson approach, depends on temperature; for the Weeks–
Chandler–Andersen approach, it also depends on density. For a repulsive soft-
sphere model, the effective diameter of the hard sphere becomes smaller with
increasing temperature.

It should be noted that perturbation theories are valid only for small per-
turbations of the reference systems. How small the perturbation has to be in
order to still give reasonable results depends on the problem. In the case of the
virial series of the hard-sphere system, the description becomes the more accu-
rate the more virial coefficients are correctly included in the model. This affects
not only the values of the calculated pressure, but also the maximum packing
fraction [111, 112]. The Barker–Henderson perturbation theory is valid for low
densities only, roughly up to the critical density. At higher densities, isotherm
crossing can appear [103]. Hence, not only empirical equations of states, but
also theory-based equations of state should be evaluated before using them over
wide ranges of state variables.

7.5.4.4 Hard Convex Bodies
Nonspherical shapes can be accounted for by perturbation theories too. A sim-
ple nonspherical molecular model is the hard convex body. “Convex” in this
context means that any straight line connecting two points of a molecule
lies entirely within this molecule. Examples for convex bodies are ellipsoids
and spherocylinders; fused-hard-sphere molecules are generally not convex.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: Ch07-9780444563477” — 2012/2/10 — 15:38 — page 196 — #20

196 CHAPTER | 7 Equations of State for Pure Fluids

Therefore, hard convex bodies are rather good models for small, rigid molecules
like hydrogen or nitrogen but not for complicated or even flexible molecules like
hexane.

The derivation of an equation of state for hard convex bodies of Boublı́k, for
example, gives an equation resembling the Carnahan–Starling equation of state
[124, 127]:

Zhcb=
1+(3α−2)ξ+(α2

+α−1)ξ2
−α(5α−4)ξ3

(1−ξ)3
. (7.55)

Here α is a nonsphericity parameter. For a spherical shape, it has the value one.
Consequently, the insertion of α=1 into Eq. (7.55) gives the Carnahan–Starling
equation Eq. (7.28).

7.5.4.5 Hard Flexible Chains
The model of hard convex bodies is appropriate for small, rigid molecules only.
For larger and typically more flexible molecules, models for flexible chains of
spheres should be employed. The first approach to an equation of state for flex-
ible chains is the well-known Flory–Huggins lattice theory. In 1984, Wertheim
developed the thermodynamic perturbation theory for chain molecules, called
TPT1 [128, 129], which subsequently was used for the chain contributions
of the SAFT (statistical association fluid theory) equation of state [130]. The
term “association” might seem out of context for an equation of state for chain
molecules, but Wertheim first derived the fundamental equation for association
and then – by taking the limit of infinite association strength, which is equivalent
to a covalent bond between two segments of a molecule – obtained the chain
term. Due to the rich phase behavior of polymers and their industrial impor-
tance, equations of state for chain molecules and especially the SAFT approach
have been further developed and extended in various ways. Therefore, today
many different versions of SAFT equations of state exist in the literature.

The SAFT equation of state can be written in terms of the residual free
Helmholtz energy as:

Ar
=Aseg(m,ρ,T,σ,ε)+Achain(ρ,σ,m)

+Aassoc(ρ,T,εassoc,κassoc).
(7.56)

Here Aseg is the contribution of the chain segments (repulsive as well as
attractive contributions). For an attracting hard-sphere reference fluid or for a
Lennard-Jones reference fluid, a segment is described by the attraction param-
eter ε and the diameter of the spherical segment σ . It furthermore depends on
the temperature and the segment density, i.e., the density of the chain molecules
times the chain length parameter m. Since the fluid is actually not a system of
segments, the connectivity has to be accounted for. This is accomplished by the
chain term Achain. It depends on the density, the chain length parameter m, and
the segment diameter σ . Finally, SAFT is able to describe the association of
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molecules, for example hydrogen bonding, with the third term, Aassoc, which
depends on temperature and density. Two additional parameters are required for
the association, namely the attraction parameter and the covolume parameter of
the association site. In case of a hard-sphere reference fluid, the association site
is placed on the surface of the segment; in case of a soft-sphere Lennard-Jones
type reference fluid, the association site may penetrate the reference segment.

The segment term is basically the reference fluid equation of state. In case
of a hard-sphere reference, usually the Carnahan–Starling equation Eq. (7.28) is
employed, which can be written as

Z=1+
4ξ−2ξ2

(1−ξ)3
. (7.57)

Here ξ is the reduced segment density, (π/6)mNAσ
3. The relation

Z=1+4ξg(σ ) (7.58)

establishes the connection between the equation of state and the value of
the radial distribution function at the contact of two spheres g(σ ). For the
Carnahan–Starling equation, this leads to

g(σ )=
1−ξ/2

(1−ξ)3
. (7.59)

With this contact value, the chain term, which lowers the Helmholtz free energy
of the unconnected segments, can be expressed as

Achain=RT(1−m) lng(σ ). (7.60)

Insertion into Eq. (7.56) and differentiation with respect to density give the
SAFT equation of state for chains of attractive hard spheres:

Z=1+m
4ξ−2ξ2

(1−ξ)3
+(m−1)

2ξ2
−5ξ

(2−ξ)(1−ξ)
−m

a

bRT
4ξ. (7.61)

The last term is the van der Waals attraction term, multiplied with the number
of segments m in the molecules.

The association term of SAFT requires a detailed balance of species in
the system, because association lowers the number of free molecules. The
Helmholtz energy of the association is obtained as

Aassoc=RT
M∑

a=1

(
lnXa−

Xa

2

)
+

M

2
. (7.62)

Here M is the number of association sites of a molecule, a an index of an asso-
ciation site, and Xa the mole fraction of the molecules not attached to this site.
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The number of unattached (free) sites a is given by

Xa=
1

1+ ρ̂
∑

b Xb6=a1ab
. (7.63)

ρ̂ is the number density before association. The summation over b includes all
other sites except site a. The so-called association strength is defined as

1ab≡4π

rc∫
0

[
exp

(
εab

kBT

)
−1

]
r2g(r)dr . (7.64)

This expression can be approximated as

1ab=σ
3g(σ )κab, (7.65)

where κab is a substance-dependent parameter. For g(σ ), the same value as for
the hard-sphere reference fluid is used.

The extension of the SAFT equation of state to mixtures is straightforward.
The chain term is summated in terms of the Helmholtz free energy, the segment
term is extended by the one-fluid mixing theory as discussed in Section 8.3, and
the association term requires an extension to a double summation over the mole
fraction and the sites of each substance.

Today, there is an impressive number of SAFT versions and applications. It
is possible to extend the theory to copolymers [131] or to chemically reacting
systems, for instance in the context of carbon dioxide capture [132]. SAFT has
also successfully been used in computational schemes for surface tensions [133]
or corrections for nonanalytic behavior at the critical point (see Section 7.8).

7.5.4.6 Polar Molecules
Perturbation theories have also been developed for attractive contributions
beyond the van der Waals attraction. For electrostatic interactions, the second-
and third-order perturbation contributions have been calculated and extrapolated
to higher order by Padé approximation. In this way, one can derive equations
of state not only for dipolar, but also for quadrupolar and octupolar fluids
[115, 119, 134].

Such approaches have been based on the hard-sphere as well as on the soft-
sphere reference fluid.

For some simple molecular geometries, there are ready reference equations
of state, e.g., for dipolar Lennard-Jones molecules [135, 136].

7.5.5 Chemical Association Theories

In some chemical compounds, the molecules can reversibly associate and
form dimers or even oligomers. Therefore, small carbonic acids are known
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to form stable dimers in the vapor phase. Many alkanols and amines can
form linear or cyclic oligomers. Water molecules, of course, can build spatial
networks. In all these cases, the association is caused by hydrogen bonding,
but there are also some other causes, like the formation of charge-transfer
complexes.

Now “association” is a somewhat fuzzy concept. Two argon atoms can asso-
ciate and form what is frequently called a van der Waals dimer, i.e., a pair
loosely held together by dispersion forces. Ethene molecules can associate and
form the very stable polymer polyethylene. In fluid thermodynamics, the term
“associating fluid” usually refers to something in the middle between these
extremes: typical associating fluids have chemical binding forces significantly
stronger than dispersion interactions. On the other hand, the binding forces are
weak enough to permit thermal dissociation and rapid equilibration. The latter
is perhaps the most significant point: typical associating fluids are equilibrium
mixtures of monomers, dimers, etc., and it is not possible to separate them, for
instance by distillation.

Association naturally affects the equation of state. It can be accounted for by
chemical association models, which are either single association models,

A+A
A2

or chain association models,

A+A
A2

A2+A
A3

...

The latter is, of course, useful for the modelling of alkanols or amines.
The set of chemical equilibria yields a set of chemical balance equations

(mass actions laws),

zi+1

z1zi
=Kx,i i=1,2, . . . (7.66)

where the zi are the mole fractions of the oligomers and the Kx,i the appropri-
ately defined chemical equilibrium constants. With the assumptions that all Kx,i

are the same, that there is no volume effect of association (covolume bi= ib1,
with i=1 denoting the monomer), and a few other simplifications, Heidemann
and Prausnitz derived a closed-form solution that can be coupled, in principle,
with any van der Waals-type equation of state [137]. If the compression factor
of a nonassociating fluid is

Z=Zrep+Zatt , (7.67)
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the compression factor of a fluid exhibiting chain association is

Z=
2Zrep

1+
√

1+4KxV

m ρ

+Zatt

with Kx= exp

(
−
1assocHm−T1assocSm

RT

)
.

(7.68)

Here 1assocHm and 1assocSm are the enthalpy and the entropy, respectively, of
the association reaction. They are adjustable parameters.

It is possible to account for a covolume change of the association reaction.
This improves the behavior of the model at elevated pressures but requires an
additional iteration [138].

Assuming the same equilibrium constant Kx for all oligomers is of course
not very realistic. Furthermore, the formation of cyclic oligomers, branching,
and (in mixtures) cross association need to be accounted for. For these matters,
the reader is referred to the work of Heintz [139], the review of Economou and
Donohue [140], or the textbook of Malanowski and Anderko [141].

Nowadays, many chemical association models have been superseded by
SAFT variants (see Section 7.5.4.5), because these combine the association
concept with modern statistical thermodynamics.

Working with chain length–dependent association constants naturally leads
to a proliferation of substance-dependent, adjustable parameters in the equation
of state. This made the advanced chain association models rather unattractive in
the beginning. But nowadays, it is possible to calculate at least the energies of
association ab initio with quantum mechanical methods, so that the number of
adjustable parameters can be kept reasonably low [142, 143].

7.6 REFERENCE EQUATIONS OF STATE

For many applications, the accuracy given by the above mentioned empirically
or theoretically derived equations of state is sufficient. In some cases, however,
extremely accurate data are required. To give an example, the calorific value of
a fuel is directly related to its mass. In gas pipelines, usually the volume flow
rate is measured and then transformed into the mass flow rate for billing pur-
poses. The mass flow rate can be calculated from the density, which is obtained
from an equation of state for given temperature and pressure. In such a case,
depending on the state region of the fuel, small inaccuracies in the equation of
state may lead to large changes in price. Another example is the calibration of
experimental apparatus requiring very precise equations of state for a reference
substance. For such purpose, much effort has been spent on the development of
reference equations of state.

Reference equations of state are typically developed for single specific fluids
only. These are simple fluids such as argon or methane, or important fluids such
as water. In order to achieve the desired accuracy, many adjustable parameters
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are necessary. Early reference equations employed more than 100 parameters
for a given substance. By using an evolution technique in combination with an
assessment of the statistical significance of terms, the group of Wagner managed
to reduce the number of parameters to the range from 30 to 60 depending on the
desired accuracy.

An example is the Setzmann–Wagner equation of state for methane [64],
which is given here as equation of the residual Helmholtz energy:

Ar
m

RT
=

∑
i

f1iω
o1iτ t1i+

∑
i

f2iω
o2iτ t2i exp

(
−ωei

)
+

∑
i

f3iω
o3iτ t3i exp

(
−ai(ω−ci)

2
−bi(τ−di)

2
)

with τ =
Tc

T
andω=

ρ

ρc
.

(7.69)

The number of the terms, the coefficients fki, ai, and bi, the exponents oki, tki,
and ei, and the parameters ci and di depend on the substance. This equation
can be regarded as an extension of the earlier reference equations of Benedict,
Webb, and Rubin, of Bender, and of Jacobsen and Stewart.

This approach does not claim any microscopic physical background; in fact,
it is rather a very precise correlation of experimental data. In this context, it
should be kept in mind that the experimental data included in the correlation
are all for the stable single phase or for the vapor–liquid equilibrium. Therefore,
extrapolations into the metastable region should be made with caution [144].3

Especially, equations of the Setzmann–Wagner type are known to oscillate
wildly in the two-phase region: the pressure maxima can even exceed the critical
pressure by more than an order of magnitude. Such equations cannot be used
to describe properties of the metastable fluid. Moreover, during the numerical
calculation of molar volumes for given temperature and pressure, care must be
taken to avoid the regions of oscillations.

7.7 THE CORRESPONDING-STATES PRINCIPLE

The p(Vm,T) equations of state of different substances are different although
some features are common for all substances. The corresponding-states princi-
ple is the principle – or rather the wish – that the equations of real gases can be
mapped onto each other by a proper scaling of the variables. More specifically,
the principle assumes that there exists a universal equation of state, which is

3Recent experimental work on metastable water showed the Wagner–Pruß reference equation [145]
to be correct down to –26 MPa [146].
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expressed in terms of reduced properties:

p̃= p̃(Ṽ, T̃ )

with p̃=
p

pc
Ṽ=

Vm

Vmc
T̃=

T

Tc
.

(7.70)

The reduction parameters are the critical properties of the fluid.
This principle makes it possible to apply an equation of state for one sub-

stance to another one. The equation of state can be a reference equation.
The scaling of the variables is simple and requires no complicated parameter
estimation.

The disadvantage of this approach is that the corresponding-states principle
is an approximation only and can be used for substances of similar chemical
constitution and molecular shape only. Therefore, one might use a reference
equation for argon to predict thermodynamic data of krypton, but it would not
be a good idea to predict data of decane with an equation of state for methane.

An immediate consequence of the corresponding-states principle is that the
critical compression factor Zc should be a universal constant, which evidently
is not the case.

A first extension to the corresponding-states principle was proposed by
Pitzer et al. [96, 97], who introduced the so-called acentric factor ω defined
by Eq. (7.15). For spherical molecules, ω is close to zero, whereas it has pos-
itive values for nonspherical molecules. Basically, the acentric factor accounts
for different curvatures of the vapor pressure curves and relates them to the
sphericity of the molecules within an extended corresponding-states principle.

A significant improvement was achieved by Lee and Kesler, who pro-
posed an extended corresponding-states scheme using two reference fluids, here
denoted as “0” and “1”:

Z(Ṽ, T̃ )=Z0(Ṽ, T̃ )+
ω−ω0

ω1−ω0
Z1(Ṽ, T̃ ). (7.71)

This approach performs a linear interpolation between the equations of state of
the two reference fluids. The control parameter is the acentric factor ω. Usually
the “0” compound is a spherical or nearly spherical molecule, e.g., argon or
methane, so that ω0≈0.

This extended corresponding-states scheme is useful for series of chemically
similar compounds, e.g., n-alkanes. For substances differing in more than one
way from argon-like behavior (e.g., nonspherical shape plus dipole moment),
multireference corresponding-states schemes can be constructed. For instance,
the scheme of Xiang [147] uses a two-dimensional interpolation based on the
acentric factor and the “asphericity factor” (related to the deviation of Zc from a
reference value); other schemes use dipole moments or other molecular param-
eters related to polar behavior. The reader is referred to the original literature or
to specialized textbooks, e.g., [148].
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7.8 NEAR-CRITICAL BEHAVIOR

All equations of state mentioned above are so-called classical equations of state
or, more accurately, analytical equations of state, because they have in common
that they are analytical at the critical point. The term “analytical” is here under-
stood in the mathematical sense; an analytical function can be differentiated an
infinite number of times and can therefore be represented as an infinite Tay-
lor series. This mathematical property inevitably leads to so-called “classical
behavior” in the vicinity of the critical point.

What “classical behavior” means can be determined from a Taylor expan-
sion at the critical point:

p(Vm,T) =pc+

(
∂p

∂Vm

)
(Vm−Vmc)+

1

2

(
∂2p

∂V2
m

)
(Vm−Vmc)

2

+
1

6

(
∂3p

∂V3
m

)
(Vm−Vmc)

3
+·· · .

(7.72)

Since the first and the second derivatives of the pressure with respect to the
volume vanish at the critical point, the cubic term is the leading term of the
Taylor series. Consequently, the limiting behavior of the critical isotherm at
the critical point is a cubic function. This is a general result for all analytical
equations of state.

The limiting behavior at the critical point can be expressed by power laws.
In the case of the critical isotherm, this law is

p=pc+A(Vm−Vmc)
3, (7.73)

or, in terms of the density,

p=pc+Aρ(ρ−ρc)
3. (7.74)

In a similar way, one can derive the temperature–density power law for
the coexistence curve. In this case, the quadratic term is leading because the
coexistence curve has a maximum at the critical point:

T=Tc+B(ρ−ρc)
2. (7.75)

The proportionality factors A, Aρ , and B are called critical amplitudes. The
exponents 3 and 2 are the critical exponents; these values derived for analytic
equations of state are called classical values.

Additional power laws can be defined for other properties, e.g., the surface
tension, the viscosity, or the heat capacity, and their critical exponents be derived
from analytic equations of state.

However, already during the very early experimental studies of van der
Waals and Kamerlingh-Onnes at the beginning of the previous century, it turned
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out that the near-critical behavior of real fluids deviates from the classical pre-
diction. For example, the coexistence curve is so flat in the critical region that
it cannot be represented by a quadratic power law. In order to account for this
behavior by means of power laws, general exponents δ and β have been defined:

p=pc+Aρ(ρ−ρc)
δ (7.76)

T=Tc+B(ρ−ρc)
1
β . (7.77)

Hence the classical behavior is characterized by the critical exponents δ=3
and β=0.5. The experimentally determined values are δ≈4.76 and β≈0.326,
independent of the substance.

The formulation of the power laws based on equations of state goes back to
Widom [149]. The nonclassical critical exponents for two-dimensional systems
were derived by Onsager [150]. Wilson [151] calculated the values of the critical
exponents by renormalization group theory for three-dimensional systems.

One might wonder why the deviation of the exponents from their classical
values leads to nonanalytical behavior at the critical point. In case of the critical
isotherm, an exponent δ>3 does not affect the critical conditions of vanishing
first and second derivatives. A problem appears, however, if the exponent δ is
not an integer and has a value between 3 and 4. Then the fourth derivative, being
a factor in the fourth term of the Taylor expansion, has a negative exponent.
Such a term diverges on approaching the critical point, and hence, the Taylor
expansion does not exist.

This discrepancy between the widely used classical equations of state and
the nonclassical, near-critical behavior at present does not seem reconcilable
and has generated its own area of research, namely the equations-of-state
development for the near-critical behavior. Roughly one may distinguish two
approaches: (1) the improvement of the near-critical behavior of classical
equations of state and (2) the development of nonclassical equations of state.

The first approach is typically based on classical equations of state, which
are modified to mimic the nonclassical behavior in the critical region. In the very
limit of the critical point, the classical exponents are still recovered. But the dis-
tance from the critical point at which the critical exponents begin to deviate
from the nonclassical values can be made very small, and some of the reference
equations of state mentioned above have driven this to perfection. However,
the good effective representation of noncritical behavior by analytical functions
may work for the exponents δ and β but not necessarily for derived proper-
ties. This has to be verified in each case before using such equation of state for
properties not involved in its development.

The second approach, the development of nonclassical equations of state,
consists usually of a combination of a classical equation of state with a
power law. The classical equation of state represents the background behav-
ior determined by the interactions between the molecules, while the power law
represents the universal, i.e., substance-independent, behavior in the critical
region. The connection of these two contributions is accomplished by so-called
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crossover approach. Early attempts using a switch function (a multiplicative fac-
tor moving from 0 to 1 on approaching the near-critical region) worked well for
the representation of the pVT behavior. However, the derived properties exhib-
ited artifacts, because the switch function itself contributed in an unfavourable
way to the derived properties in the state region where the crossover took place.

A more natural way of crossover from classical to nonclassical, near-critical
behavior has been accomplished by the group of Sengers [152]. Their crossover
approach combines the asymptotic near-critical behavior with a classical mean-
field model, such as the van der Waals equation of state [153]. The equation of
state is expanded at the classical critical point and then the deviations from the
critical point such as1T are replaced by crossover functions. As the result of an
iterative procedure, the classical mean-field critical point is modified, and in the
end, a nonclassical critical point is obtained. The resulting critical compression
factor moves from 0.375 (if the van der Waals equation is used) to more realistic
values below 0.29. Also the quantitative behavior in the near-critical region
changes, and the isochoric heat capacity diverges at the critical point – a feature
that is not present in the classical case.

Recently, there have been several successful attempts to introduce nonana-
lytic behavior into SAFT equations of state (Section 7.5.4.5), which are very
powerful and flexible classical equations [154, 155].

As a criterion whether critical fluctuations need to be taken into account,
the Ginzburg number can be used. The Ginzburg number is a measure of the
extent of the fluctuations in the system, which diverge at the critical point. If the
reduced temperature deviation from the critical point is larger than that number,
the classical behavior dominates.

The nonclassical equations of state are usually mathematically complicated;
they often cannot be represented in a closed form, i.e., with a finite number of
algebraic operations and elementary functions, but require iterative or recursive
schemes. However, if an accurate description of the limiting behavior in the
critical region is required, their application is necessary.

At sufficient distances from the critical point, appropriate classical equa-
tions of state can be used. In the context of modelling supercritical fluids, a
good description of the critical region is required but not necessarily an accu-
rate representation of the nonclassical limiting behavior. In such case, one may
apply an equation with improved near-critical behavior mimicking the nonclas-
sical behavior sufficiently close to the critical point. A common feature of many
equations of state of this kind is the presence of exponential functions of the
density. This feature often leads to the desired flattening of the functions in the
critical region of classical equations.

7.9 WHICH EQUATION OF STATE IS BEST?

This question touches personal preferences and sometimes even politics. We
shall refrain from answering it. Still, some warnings against pitfalls can and
should be given.
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Readers interested in a comprehensive overview over equations of state are
referred to the book of Sengers et al. [114], which reflects the state of the art.

Many equations of state contain terms or subfunctions that are based on
tabulated data. Sometimes, these data are experimental results, but some-
times intractable integrals in statistical thermodynamics are solved numeri-
cally, resulting in data tables. By fitting suitable correlation functions, often
polynomials, to these data, equations of state in closed form can be obtained.

But correlation functions, especially complicated ones, often have a ten-
dency to “wriggle” through the tabulated data. The unwanted extrema or
inflection points sometimes lead to artifacts in derivatives and in phase equi-
librium calculations. Users of such equations of state are advised to test them
thoroughly before applying them to phase-diagram calculations.

Another problem concerns the limiting behavior of equations of state. Some-
times, equations of state have been created with a small set of compounds or a
limited range of reduced temperature in mind – and are then used under com-
pletely different conditions. An example is the temperature dependence of the
attractive term of the Redlich–Kwong–Soave equation of state, which must not
be used for T/Tc>9, a value reached by hydrogen at room temperature. It is
therefore advisable to check the limiting behavior of equations of state, their
behavior at high densities or high pressures.

An easily applicable test is the computation of Brown’s characteristic curves
[156]. These are curves in the pT plane along which some derivatives of the
equation of state have the same values as an ideal gas. The characteristic curves
of first order are the following:

(1) The Amagat curve, also known as Joule inversion curve; its mathematical
condition is any of the these:(

∂Z

∂T

)
V
=0

(
∂Z

∂p

)
V
=0

(
∂U

∂V

)
T
=0

(
∂p

∂T

)
V
=

p

T
. (7.78)

This curve is related to intermolecular potentials with soft repulsion. It
starts on the T axis at the temperature where the second virial coefficient
has its maximum (typically 15–20 Tc), passes through a pressure maximum
around 100 pc, and then ends on the vapor pressure curve. Equations of state
that cannot generate a maximum of the second virial coefficient, B2(T), do
not have a physically meaningful Amagat curve.

(2) The Boyle curve; its mathematical condition is anyone of these:(
∂Z

∂V

)
T
=0

(
∂Z

∂p

)
T
=0

(
∂p

∂V

)
T
=−

p

V
. (7.79)

This curve starts on the T axis at the Boyle temperature (where B2=0),
passes through a pressure maximum, and ends on the spinodal near to the
critical point.
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(3) The Charles curve, also known as Joule–Thomson inversion curve; its
mathematical condition is anyone of these:(
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)
p
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(
∂Z

∂V
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p
=0

(
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)
H
=0

(
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)
T
=0(

∂V

∂T

)
p
=

V

T
.

(7.80)

This curve starts on the T axis at the temperature where dB2/dT=B2/T . It
passes through a pressure maximum and ends on the vapor pressure curve.

These three curves start and end with vertical slopes. They have one pres-
sure maximum and no inflection points. The Boyle curve must lie within the
Charles curve and the Charles curve within the Amagat curve. Fig. 7.6 shows
an example computed for the “soft SPHCT” equation of state [92].

If these curves cannot be computed for an equation of state or have the wrong
shape, the equation of state should not be used in the indicated pressure or tem-
perature range. Few equations of state are able to yield physically meaningful
Amagat curves.

There are, of course, more tests that can be made. The interested reader is
referred to the original literature, e.g., the “IUPAC Guidelines for publication of
equations of state” [157].

0 1 2 3 4 5 10 20

T~

1

2

3
4
5

10

20

p~

ACB

FIGURE 7.6 Brown’s characteristic curves of first order, computed for the “soft SPHCT” equation
[92]. : Amagat curve (A), : Boyle curve (B), : Charles curve (C), and : vapor
pressure curve. Note that the coordinate axes are distorted in order to keep the critical region recog-
nizable. (Reprinted from Int. J. Thermophys. 31: O. L. Boshkova and U. K. Deiters, “Soft repulsion
and the behavior of equations of state at high pressures”, pp. 227–252, ©2010, with permission
from Springer)
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7.10 HOW TO OBTAIN THE PARAMETERS

So far, we have always assumed that the parameters of the equations of state or
interaction potentials are known. This is usually the case for reference equations,
and for several equations of technical relevance, there exist large collections of
parameters. But sooner or later, most users of equations of state have to face the
problem of determining parameters of new substances and/or for new equations
of state.

Unfortunately, there is no perfect equation of state.4 A given equation of
state will represent some properties better than others, and the accuracy will
depend on pressure and temperature. Conversely, fitting an equation of state
to experimental data may result in different parameter sets, depending on the
nature as well as the temperature and pressure ranges of the experimental data. It
is therefore not possible to give a general recommendation on how to fit param-
eters. A user interested in vapor–liquid equilibrium calculations is well advised
to use experimental vapor pressure data, whereas someone interested in density
correlations should perhaps use pVT data.

Generally, it is a good idea to determine parameters from the critical pres-
sure and temperature – of course, only if these properties have been measured
with a reasonable accuracy. For some equations of state, the reduced critical
properties are fixed, and then the calculation of parameters is particularly easy.
An example is the Peng–Robinson equation: combining the critical properties
given in Section C.4 in the following ways,

Zcξc =
pcv
∗

RTc
=0.077796 ⇒ b = v∗ = 0.077796

RTc

pc

Zcξc

T̃c
=

pcv
∗T∗

RT2
c
=0.057154 ⇒ ac = 8RT∗v∗=0.45724

(RTc)
2

pc
,

(7.81)

immediately gives the first two parameters of this equation of state. The third
parameter, ω, can be read off the vapor pressure curve.

For the van der Waals equation and the Redlich–Kwong equation (including
the Soave variant), similar equations exist; only the numerical constants are
different.

For equations whose reduced critical properties are not fixed, it is necessary
to solve the critical conditions,

p(Vmc,Tc) = pc p(V)(Vmc,Tc) = p(2V)(Vmc,Tc) = 0, (7.82)

iteratively. Computing the derivatives by numerical differentiation is a viable
and often time-saving option.

4except perhaps Eq. (7.69)
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Caution is advised when using the critical condition p(Vmc,Tc)=pc (cf. Sec-
tion 5.4): this condition can only be used for equations of state that have a
variable Zc in the experimentally accessible range – and these are a minority!

Another good way to determine parameters of equations of state is fitting
to vapor pressures and, if available, orthobaric liquid volumes. This amounts
to using Maxwell’s criterion, Eq. (5.28), within the object function of a suit-
able parameter fitting algorithm, e.g., the Marquardt–Levenberg method (see
Section A.13). A computational problem of this approach is that Maxwell’s cri-
terion can only be evaluated if the equation of state yields distinct liquid and gas
volumina at the given pressure and temperature conditions; this may not be the
case if the initial choices for the parameter values are not good. The problem
can usually be minimized (although not completely avoided) by estimating the
parameters from critical data first and using the results as initial values for the
fitting to vapor–liquid equilibrium data.

In principle, many other thermodynamic properties can be and have been
used for the determination of parameters, like speeds of sound or pVT data.
Especially with the latter, one must ask to which extent they are influenced by
molecular interactions. For example, a gas at 0.1 MPa will most likely have
a molar volume close to the value given by the ideal-gas law, regardless of
the equation of state chosen or its parameters. Conversely, it would be difficult
to estimate parameters from such a molar volume. Therefore, pVT data used
for the determination of parameters should belong to dense states – liquid or
compressed gas – where the deviations from the ideal-gas behavior are large.

7.11 PROBLEMS

1. Derive an expression for the second virial coefficient of a gas whose
molecules have a square-well pair potential (Eq. (7.35)). Discuss the tem-
perature dependence of the second virial coefficient at high temperatures.

2. If an equation of state is not good enough for a given task, it is a common
trick to make its parameters temperature dependent. Check whether using
temperature-dependent covolumes,
a. b=b0+b1/T
b. b=b0+b1T
with b1<0 can cause isotherm crossing in connection with the van der Waals
equation of state.

3. Another “trick of the trade” is turning constant exponents into substance-
specific parameters. It may be tempting to improve a simple van der Waals
type equation of state

p=prep−
a

V2
m
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by turning it into

p=prep−
a

Vνm
,

with ν being a parameter that can be fitted to experimental data. Analyze this
modification with respect to physical plausibility and its effect on the second
virial coefficient.

4. Derive an expression for the isochoric heat capacity for the van der Waals
equation of state.

5. Calculate the second and third virial coefficients of the Redlich–Kwong
equation of state.

6. Discuss Soave’s α(T) temperature function, which appears in some cubic
equations of state (e.g., Eq. (7.13)): are there extrema? what is the limiting
behavior?

7. Derive the so-called optimized SAFT equation of state (OSAFT) by repeat-
ing the derivation in Section 7.5.4.5 for a different hard-sphere equation of
state, namely Eq. (7.33).

8. Derive an expression for the effective collision diameter of a gas whose
molecules have a linear repulsive pair potential with a hard core:

u(r)=


∞ r<σ
ε
λ−1

(
λ− r

σ

)
σ ≤ r<λσ

0 r≥λσ

.

9. Derive an expression for the effective collision diameter of a gas whose
molecules have a “rectangular” repulsive pair potential with a hard core:

u(r)=


∞ r<σ

+ε σ ≤ r<λσ

0 r≥λσ

.
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Chapter 8

Equations of State for Mixtures

For the calculation of thermodynamic properties, especially phase equilibria, of mix-
tures, it is evidently necessary to know their equations of state or their fundamental
equations. The previous chapter introduced some important equations of state for pure
fluids; now we will consider the generalization of these equations to mixtures. This is
usually accomplished with mixing rules.

8.1 FUNDAMENTALS

Genuine equations of state for mixtures, i.e., equations designed for mixtures
from the beginning, are quite rare. The common approach is to generalize an
existing pure-fluid equation of state to mixtures. But accurate generalizations
exist for a few model systems only; in the general case, approximations have to
be used, the so-called mixing theories.

As shown before, the compression factor of a pure fluid is related to the pair
potential and the radial distribution function by [cf. Eq. (7.21)]

Z(1)=1−
2π

3

ρ̂

kBT

∞∫
0

du(r)

dr
r3g(r)dr. (8.1)

Here pairwise additivity of interaction potentials is assumed. The equation holds
for spherically symmetric pair potentials; for nonspherical potentials, it would
be necessary to integrate over all orientations. The following considerations,
however, do not depend on the shape of the pair potential. We can therefore use
the simpler equations for the spherical case without a loss of generality.

The analogous expression for an N-component mixture is given by

Z(N)=1−
2π

3

ρ̂

kBT

N∑
i=1

N∑
j=1

xixj

∞∫
0

duij(rij)

drij
r3

ijgij(rij)drij. (8.2)

The summations extend overall species present in the mixture. We observe
that we now have not only one pair potential, but several, because the strength
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of the interactions between the molecules depends on their species. Similarly,
there will be a set of radial distribution functions. Our task is now to somehow
relate Z(N) to Z(1).

This is easy for low densities (only), for here a comparison with the virial
series,

Z(N)=1+
B2

NA
ρ̂+ . . . , (8.3)

shows that the terms of the double sum correspond to second virial coefficients.1

Consequently,

B(N)2 =

N∑
i=1

N∑
j=1

xixj B2,ij (8.4)

is the exact equation for mixture second virial coefficients.
In order to evaluate Eq. (8.2) for arbitrary densities, we assume that all pair

potentials are conformal, i.e., that all pair potentials have the same mathemat-
ical form if expressed with reduced variables. For a pair potential having an
attractive well depth ε and a collision diameter σ one can set

uij(r) = εijũ(r̃) with r̃=
r

σij
. (8.5)

E.g., the Lennard-Jones potential can then be written as

ũ(r̃) = 4(r̃−12
− r̃−6), (8.6)

and this equation is applied to all interactions in a mixture.

8.2 THE RANDOM MIXING APPROXIMATION

As a first approximation, we now assume that all radial distribution functions
in the mixture are the same, gij(r)= ḡ(r). Substituting this into Eq. (8.2) and
switching to reduced variables yield

Z(N)=1−
2π

3

ρ̂

kBT

N∑
i=1

N∑
j=1

xixjεij

∞∫
0

dũ(r)

dr
r3ḡ(r)dr . (8.7)

1A proof can be obtained by comparing Eqs (7.21) through (7.23).
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The integral can be regarded as an expression for a hypothetical pure fluid, and
can therefore be replaced by Eq. (8.1):

Z(N)=1−
N∑

i=1

N∑
j=1

xixj
εij

ε̄

[
1−Z(1)

(
kBT

ε̄
, ρ̂

)]
(8.8)

If the (still undefined) energy parameter of the hypothetical pure fluid is
chosen as

ε̄=

N∑
i=1

N∑
j=1

xixjεij (8.9)

the double sum cancels, and the final result is

Z(N)=Z(1)
(

kBT

ε̄
, ρ̂

)
, (8.10)

i.e., the equation of state of the mixture can be expressed by the equation of state
of a hypothetical pure fluid.

This (very crude) approximation is called random mixing approximation.
It owes its name to a combinatorial interpretation: the mole fraction xi can be
regarded as the probability that a selected particle belongs to species i. Then
xixj is the probability that a neighbor molecule of an i-molecule will be of
species j, and this is therefore the statistical weight of the interaction param-
eter εij in Eq. (8.9). However, this reasoning implies that the probabilities of
finding molecules in given locations are independent of their nature, and this is
a rather dubious assumption.

The random mixing approximation can be used for mixtures of molecules
with very similar sizes only, because it is based on the assumption that all gij

and hence also all σij are equal.

8.3 ONE-FLUID THEORY

A significant improvement over the random mixing approximation can be
achieved if it is assumed that all radial distribution functions gij(r) of the
mixture have a similar shape and can be made to coincide by rescaling the
r-axis:

gij(r̃)= ḡ

(
r̃,

kBT

ε̄
, ρ̂σ̄ 3

)
(8.11)

ḡ denotes the common radial distribution function, which is defined in terms of
reduced units and does not depend on the species.
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Insertion of this approximation into Eq. (8.2) gives

Z(N)=1−
2π

3

ρ̂

kBT

N∑
i=1

N∑
j=1

xixjεijσ
3
ij

∞∫
0

dũ(r̃)

dr̃
r̃3ḡ(r̃)dr̃. (8.12)

Now the integral does not contain any functions that depend on the species,
and therefore can be treated as a pure-fluid expression. Substitution of Eq. (8.1)
gives

Z(N)=1−
N∑

i=1

N∑
j=1

xixj
εijσ

3
ij

ε̄σ̄ 3

(
1−Z(1)

(
kBT

ε̄
, ρ̂σ̄ 3

))
. (8.13)

If we now set

ε̄σ̄ 3
=

N∑
i=1

N∑
j=1

xixjεijσ
3
ij , (8.14)

the expression for Z(N) can be simplified to

Z(N)=Z(1)
(

kBT

ε̄
, ρ̂σ̄ 3

)
. (8.15)

The parameter σ̄ is usually obtained from

σ̄ 3
=

N∑
i=1

N∑
j=1

xixjσ
3
ij , (8.16)

but the latter equation is arbitrary and not a consequence of the considerations
made above.

Equations (8.14) and (8.16) together constitute the one-fluid theory: the
equation of state of the mixture can be written as the equation of state of a
single hypothetical pure fluid with the potential parameters ε̄ and σ̄ .

Generally, any set of mixing rules like Eqs (8.14) and (8.16) that relates the
properties of a mixture to those of a hypothetical pure fluid can be called a one-
fluid theory. Equations (8.14) and (8.16) constitute the so-called van der Waals
one-fluid theory. The name is derived from the fact that the parameters of the
van der Waals equation of state are related to the pair potential parameters by



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: Ch08-9780444563477” — 2012/2/10 — 13:45 — page 215 — #5

8.3 | One-Fluid Theory 215

a∝ εσ 3 and b∝σ 3. The commonly used quadratic mixing rules

a=
N∑

i=1

N∑
j=1

xixjaij

b=
N∑

i=1

N∑
j=1

xixjbij

(8.17)

are therefore equivalent to Eqs (8.14) and (8.16).
The reverse conclusion, that every set of quadratic mixing rules constitutes

a van der Waals one-fluid mixing theory, is not true. The relation between the
attraction parameter a and the pair potential parameters may differ for some
equations of state (if such a parameter can be defined at all), and therefore a
quadratic mixing rule may not always be a van der Waals mixing rule in the
strict sense, nor an optimal implementation of one-fluid theory derived above.

The hypothesis of the scalability of the radial distribution functions,
Eq. (8.11) is not exactly fulfilled even for hard spheres. When molecules of dif-
ferent diameters are mixed, it is easier for the smaller molecules to find places
in the gaps between the other molecules than for the larger ones: the accessible
volume depends on the sizes of the molecules. This effect can be accounted for
by giving the free volume not its Euclidean dimension of 3, but an effective,
fractal dimension γ ≤3 [82]. The corrected one-fluid mixing rule for ε then
becomes

ε̄σ̄ γ =

N∑
i=1

N∑
j=1

xixjεijσ
γ
ij . (8.18)

The fractal exponent depends on the shape and range of the pair potential. For a
square-well pair potential of the range 1.5σ , the exponent is approximately

γ =3(1−ξ2) with ξ =
π

6

NA

Vm

N∑
i=1

xi σ
3
i i, (8.19)

and for Lennard-Jones particles

γ =3

(
1−

1

4
ξ1.5

)
. (8.20)

In the limit of low density, ξ→0, the exponent becomes 3, and the van der
Waals mixing rule is recovered.

Because of the density dependence of γ , the fractal mixing rule complicates
the calculation of derivatives of the Helmholtz energy and the pressure. It is
advisable to use numeric differentiation.
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The fractal mixing theory is superior to the van der Waals theory for mix-
tures of small molecules at high pressures, e.g., for the calculation of gas–gas
equilibria.

For nonspherical molecules, it is sometimes advisable to use special mixing
theories. The extension of the fractal mixing theory to short chain molecules is

ε̄σ̄ γ =

N∑
i=1

N∑
j=1

xixj(sisj)
η−1εijσ

γ
ij . (8.21)

Here si denotes the number of segments per molecule i, and εij and σij are the
attraction well depth and collision diameter of a segment, respectively. The
exponent η in this mixing rule accounts for the shielding of segments against
contacts with other molecules by their neighbor segments; its value is about 0.8
and does not significantly depend on density or composition [158].

Whether one-fluid mixing rules lead to the correct formula for second virial
coefficients depends on the equation of state used; it cannot be taken for granted.

8.4 COMBINING RULES

The question remains how to obtain the pair potential parameters εij and σij, or
the parameters of the equation of state, e.g., aij and bij in the case of the van der
Waals equation.

The parameters εii and σii, or aii and bii, respectively, are parameters of the
pure compounds i, and can therefore be fitted to critical data, vapor pressure
data, or other thermodynamic properties.

By analogy, the unlike interaction parameters εij and σij, or aij and bij,
respectively, for i 6= j should be fitted to appropriate mixture data. Here, how-
ever, often the problem occurs that such data are not available in the liter-
ature, because the number of possible mixtures exceeds the number of pure
compounds.

It is therefore necessary to have ways to predict these parameters, or at least
to estimate them. This is achieved by combining rules. The most famous set of
such rules is called Berthelot–Lorentz rules:

εij= (1−kij)
√
εiiεjj

σ 3
ij =

1− lij
2

(
σ 3

i i+σ
3
j j

) (8.22)

Sometimes, however, this name is also used for rules that compute mean values
of a∝ εσ 3 and σ . kij and lij are “fudge factors”, which can be adjusted to obtain
a better representation of experimental data. Particularly, lij is usually close to
zero and therefore often omitted. In this case, the σ 3 mixing rule Eq. (8.16)
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reduces to

σ̄ 3
=

N∑
i

xi σ
3
i i, (8.23)

and the covolume mixing rule in Eq. (8.17) to

b̄=
N∑
i

xibii. (8.24)

For mixtures of nonpolar molecules |kij|<0.2 is usually found. Polar molecules
or molecules of very different sizes may require larger corrections. Large devi-
ations from 0 are often a sign that the equation of state or the mixing theory are
not appropriate for the investigated mixture, or that the pure-fluid parameters
are wrong.

The justification of the geometric mean rule for εij is tenuous: London’s
theory of dispersion forces between two spherical molecules gives an r−6 dis-
tance dependence for the leading term of the multipole expansion series, and its
coefficient contains the geometric mean of the electronic polarizabilities (which
are related to the εij) and the harmonic mean of the ionization energies. Real
molecules, however, are not always spherical and can interact by other forces
than merely dipolar dispersion. It is therefore not surprising that there is a large
number of other combining rules that outperform the Berthelot–Lorentz rules–
but usually only for “families” of chemically similar compounds.

The need to fit interaction parameters to experimental data can be avoided
by using methods that predict the parameters by means of increment schemes
or group contribution methods (see Section 8.8) – but only, because someone
else did an extensive amount of parameter fitting during the development of the
method.

Prediction of interaction parameters ab initio is at present possible for very
simple mixtures only, e.g., mixtures of noble gases [159]. The problem is the
calculation of dispersion forces, which requires high-level quantum mechanical
methods. It is to be expected that future developments in quantum mechanics
and computer technology will make this approach feasible. The prediction of
dipole moments or parameters of hydrogen bonds is less demanding and can be
done even now with a reasonable accuracy.

As it will be necessary for quite a while to determine interaction parameters
by fitting to experimental data, we will briefly address some problems associated
with this task:

l The task of calculating interaction parameters from a set of experimental
px′1x′′1T data sets may be ambiguous. Figure 8.1 shows a case where the
experimental data can be matched by the computed curves either by assum-
ing a slightly distorted regular supercritical phase envelope (curve 1) or by
an envelope typical for gas–gas equilibria (curve 2). According to Murphy’s
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0 1x1
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1

FIGURE 8.1 Schematic illustration of some problems concerning the estimation of interaction
parameters. , , : calculated phase equilibrium boundaries and �: experimental data.
See the text for explanation.

laws, the parameter fitting algorithm would probably converge against the
unwanted solution.

This problem can evidently be resolved by using more experimental data
points, but this is not always an available option.

Similar ambiguities exist if there are coexisting ll and lg phase sep-
arations, so that it is not clear2 to which phases the experimental data
belong.

l If the initial guess for the interaction parameters corresponded to curve 3,
the phase equilibrium calculation for the indicated data points would fail,
and the object function (the function defining the deviation from the experi-
mental values) of the parameter fitting program would not return a pressure
or mole fraction deviation that could be minimized.

In order to overcome this problem, it is usually advisable to start from
initial values which correspond to large two-phase regions. But it is difficult
to give a general advice in this matter.

l The object function for the parameter estimation from phase equilibrium
data can be set up in various ways. If the compositions of coexisting phases
are available, the object function can simply be

1µi=µi

(
pexp,Texp,Ex

′
exp

)
=µi

(
pexp,Texp,Ex

′′
exp

)
!
=0. (8.25)

Now minimizing 1µi is equivalent to minimizing deviations of logarithms
of K factors. For instance, if the experimental mole fractions are x′1=0.2 and

2to the computer.
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x′′1=0.999 (a typical case for vapor–liquid equilibria involving a heavy sub-
critical and a light supercritical compound), the K factors are lnK1=1.6084
and lnK2=−6.6846. A mismatch of x′1 by 0.0001 changes the lnKi to
1.6079/−6.6845, whereas a mismatch of x′′1 gives 1.6085/−6.7900: in the
first case, the deviation is almost negligible, in the second rather massive.
A parameter fitting program would therefore try to preferably match the
′′-phase. Whether this is desirable depends on the application; the user
should be aware of this.

Alternatively, the object function can be defined as

1p=pcalc
(
Texp,Exexp

)
−pexp

!
=0, (8.26)

where pcalc is the calculated equilibrium pressure for the given composition
and temperature.

Care should be taken to assign weight factors to experimental data points
in accordance with their uncertainties.

8.5 n-FLUID THEORIES

The one-fluid theory, at least in its basic form, assumes that all gij(r) can be
mapped onto each other by scaling the distance, i.e., that they all have the same
height. This is evidently a somewhat dubious assumption.

The three-fluid theory avoids this assumption by calculating the thermody-
namic functions for each pair interaction separately:

Z(N)=
N∑

i=1

N∑
j=1

xixjZ
(1)
(

kBT

εij
, ρ̂σ 3

ij

)
(8.27)

Instead of averaging the molecular parameters, the three-fluid theory aver-
ages thermodynamic functions of the mixture. For a binary mixture of compo-
nents 1 and 2, it is therefore necessary to evaluate the equation of state of pure
1, pure 2, and of a hypothetical fluid showing 1–2 interactions only; the name
of the theory is derived from this peculiarity.

The assumption of this theory concerning the radial distribution functions is

gij(r̃)= ḡ

(
kBT

εij
, ρ̂σ 3

ij

)
. (8.28)

The three-fluid theory is exact for second virial coefficients, but of little use at
high densities, at least if the components of the mixture differ much in size. If,
for instance, a small amount of a low-volatile compound (2) is dissolved in a
large amount of a solvent having small molecules (1), it can happen that the
reduced state variables of the pure fluid 2, kBT/ε22 and ρ̂σ 3

22, are already deep
in the solid domain, and that the fluid equation of state cannot be evaluated for
this component, although the solution in solvent 1 is still a fluid.
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A compromise that combines the disadvantages of the one- and the three-
fluid theory is the two-fluid theory. It assumes that the radial distribution
function of the mixture can be represented by arithmetic means of the radial
distribution functions of some hypothetic fluids:

gij(r̃)=
1

2

[
ḡ

(
r̃,

kBT

εi
, ρ̂σ 3

i

)
+ ḡ

(
r̃,

kBT

εj
, ρ̂σ 3

j

)]

with σ 3
i =

N∑
j=1

xjσ
3
ij

εiσ
3
i =

N∑
j=1

xjεijσ
3
ij

(8.29)

The resulting recipe for thermodynamic functions is then

Z(N)=
N∑

i=1

xiZ
(1)
(

kBT

εi
, ρ̂σ 3

i

)
. (8.30)

Like the three-fluid theory, the two-fluid theory can become unreliable at high
densities. It does not become exact at low densities.

In contrast to three- and two-fluid theory, one-fluid theory can always be
used, and is therefore the preferred method.

8.6 THE MEAN-DENSITY APPROXIMATION

An interesting superposition of one-fluid and three-fluid theory is the mean-
density approximation. Like one-fluid theory, it scales the radial distribution
functions along the distance axis, but is does not assume that their peaks have
the same heights:

gij(r̃)=g

(
r̃,

kBT

εij
, ρ̂σ̄ 3

)

with σ̄ 3
=

N∑
i

N∑
j

xixjσ
3
ij (8.31)

Z(N)=
N∑
i

N∑
j

xixj
σ 3

ij

σ̄ 3
Z(1)

(
kBT

T
, ρ̂σ̄ 3

)
.

The mean-density approximation involves averaging over parameters as well as
thermodynamic functions. Like the one-fluid theory, it can always be applied.
In contrast to the one-fluid theory, however, the mean-density approximation
reduces to the exact mixing rule for second virial coefficients at low densities.
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Some modern equations of state apply the superposition to their attraction
term only. An example is the SPHCT equation, Eq. (7.43), which we write
here as:

Z=Zrep
−

za

Vm(Vm+b)
(
eε/2kBT−1

) (8.32)

with the mixing rules

a=
N∑
i

N∑
j

xixjaij

aij=bij

(
eεij/2kBT

−1
)
.

(8.33)

This is practically a mean-density approximation.
Although the mean-density approximation avoids some theoretical short-

comings of the one-fluid theory, it is often found to be slightly inferior in
practical applications. The reason for this is that the structure of fluids at high
densities (in the liquid state) is mainly determined by repulsive forces. Then
the one-fluid theory, which ignores the influence of the εij on the peak heights
of the radial distribution functions, is closer to reality than the mean-density
approximation, which exaggerates the influence.

Of course, it is possible to construct (density-dependent) mixing rules,
which interpolate between the mean-density approximation at low and medium
densities and one-fluid theory at high densities [78].

8.7 ADVANCED THEORY

The mixing theories in the previous sections assume that the radial distribu-
tions functions for the various interactions in mixtures are similar, and that they
can be transformed into each other by relatively simple mathematical opera-
tions. This assumption is plausible and even produces good results, but a closer
investigation shows that it is not really true.

For a few model fluids, a statistical thermodynamic analysis proved possible.
So there is an extension of the hard-sphere equation of state to mixtures by
Mansoori et al. [160] :

Z=1+
a1ξ+(2−a1+3a2)ξ

2
−a2ξ

3

(1−ξ)3
(8.34)

The coefficients in the numerator are defined as

a1=
3r̄∗s̄∗

v̄∗
+1 a2=

(s̄∗)3

(v̄∗)2
−1

with r̄∗=
N∑

i=i

xi σi s̄∗=
N∑

i=i

xiσ
2
i v̄∗=

N∑
i=i

xiσ
3
i ,

(8.35)
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and the reduced density ξ = (π/6)N v̄∗/V . The auxiliary properties r̄∗, s̄∗, and
v̄∗ can be regarded as measures of the average curvatures, surfaces, and volumes
of the molecules, respectively. For spheres of equal size, this equation reduces
to the Carnahan–Starling equation of state, Eq. (7.28).

For mixtures of hard convex bodies, Eq. (7.55) can still be used, but the
nonsphericity parameter has to be obtained from

α=
r̄∗s̄∗

v̄∗

with r̄∗=
N∑

i=i

xir
∗
i s̄∗=

N∑
i=i

xis
∗
i v̄∗=

N∑
i=i

xiv
∗
i ,

(8.36)

where r∗i , s∗i , and v∗i are the mean curvature, the surface, and the volume of the
species i, respectively.

Neither the equation of state for hard-sphere mixture nor the one for
hard-convex-body mixtures reduce to one of the simple mixing rules.

Many advanced statistical theories of fluids, such as the perturbation theory
of polar fluids or SAFT, come with their own set of mixing rules; it is usually
better to use these instead of one-fluid theory.

8.8 GE-BASED MIXING RULES

A sensitivity analysis of calculations of low-pressure vapor–liquid equilibria
would show that their outcome mostly depends on the quality with which equa-
tions of state and mixing rules describe the liquid phase. The description of the
gas phase, which is close to the ideal-gas state, is not influenced much by the
model.

As there exists a huge amount of experimental data for low-pressure vapor–
liquid equilibria, many empirical or semiempirical models for the nonideality of
liquid mixtures have been developed in the past, usually formulated as equations
for the excess Gibbs energy, GE.

Huron and Vidal proposed an interesting approach that could integrate the
knowledge stored in the GE models into equations of state. First of all, they
inserted a cubic equation of state into the equation of the Gibbs energy of a
mixture, Eq. (4.18), and carried out the necessary integrations. Doing this for
the van der Waals equation with its original mixing rules gives

Gm

RT
=

N∑
i=1

xi

(
G


m,i(T)+RT lnxi

)
+

pVm

RT
−1

− ln
Vm−b

V

m
−

a

VmRT
.

(8.37)
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Expanding with an ideal-gas term, ± lnpV

m /RT , and subtracting the pure-fluid

terms as described by Eq. (4.44) leads to

GE

RT
=+

pVm

RT
−

N∑
i=1

xi
pVm,i

RT

−1+
N∑

i=1

xi︸ ︷︷ ︸
=0

− ln
p(Vm−b)

RT
+

N∑
i=1

xi ln
p(Vm,i−bii)

RT

−
1

RT

(
a

Vm
−

N∑
i=1

xi
aii

Vm,i

)
.

(8.38)

In the limit of high pressure, the van der Waals equation gives

lim
p→∞

Vm=b lim
p→∞

Vm,i=bii. (8.39)

Furthermore,

lim
p→∞

p(Vm−b)

RT
= lim

p→∞

(
1−

a(Vm−b)

V2
mRT

)
=1, (8.40)

and hence the high-pressure limit of the excess Gibbs energy is

lim
p→∞

GE

RT
=−

(
a

bRT
−

N∑
i=1

xi
aii

biiRT

)
. (8.41)

Conversely, if a GE model for the liquid phase is available (and it is assumed
that liquids are sufficiently close to the highest possible density), then

a=b

(
N∑

i=1

xi
aii

bii
−GE(Ex)

)
(8.42)

is a mixing rule for a that will give the equation of state the composition
dependence of the GE model.

For other cubic equations of state than the van der Waals equation the result
is the same, except for one numerical constant:

a = b

(
N∑

i=1

xi
aii

bii
−

1

λ
GE(Ex)

)
. (8.43)

For example, for the Redlich–Kwong equation a value of λ= ln2 results.
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The Huron–Vidal mixing rule has seen numerous modifications. Michelsen
proposed shifting the reference pressure from infinity to 0, which results in an
additional term [161, 162]:

a = b

[
N∑

i=1

xi
aii

bii
−

1

λ

(
GE(Ex)+RT

N∑
i=1

xi ln
b

bii

)]
(8.44)

Huang and Sandler pointed out that a formulation in terms of the Helmholtz
energy can help to avoid inconsistencies [163]:

a=b

(
N∑

i=1

xi
aii

bii
−

1

λ
AE(Ex)

)
(8.45)

Naturally, at some point in history the numerical constant λ was made compo-
sition dependent.

GE-based mixing rules can “cooperate” with a large number of GE mod-
els, thus providing an enormous flexibility to computation. In particular, they
can be used in connection with group contribution models. These are increment
schemes that write GE as a sum of contributions of a relatively small number of
atom groups making up the molecules; this gives the models some predictivity.

On the other hand, the basic assumption of GE-based models – that it is
sufficient to represent the liquid phase well – is not always true: in high-pressure
fluid phase equilibria, the coexisting phase may have intermediate densities.

Also, it should be noted that for many cubic equations of state the ratio
a/b is proportional to the characteristic temperature, T∗. The leading term of
the GE-based mixing rules therefore corresponds to a random-mixing theory,
the weakest of the theory-based mixing rules. This may create problems with
mixtures of molecules of different sizes, but small excess Gibbs energies.

8.9 ANYTHING GOES?

The number of existing mixing theories and their variants is large. This is due
to the need to perform thermodynamic calculations for complex mixtures –
mixtures of nonpolar with polar or even associating compounds, perhaps with
widely differing molecular sizes – for which the “standard mixing theories” are
not sufficient.

It might seem logical to deal with a phenomenon like hydrogen bonding with
an association theory, but in the past it was often considered more practical to
“tweak” an existing simple mixing theory by adding a few more parameters or
terms than to develop a molecular mixing theory.

But the designer of a new mixing rule is not totally free: there are some
restrictions to observe, e.g.:
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l The equation of state of a mixture must reduce, at very low densities,
to a quadratic mixing rule for the second virial coefficients of the pure
components.

l The residual properties of a mixture must not change if one of its com-
ponents is split into two identical subspecies. This is known as the
Michelsen–Kistenmacher test.

Mixing theories not obeying these restrictions may still be useful for corre-
lating thermodynamic data, but can be expected to give inferior results when
data must be predicted. The reader is advised to consult the literature for more
insight into mixing rule design [114, 164].

8.10 FUZZY COMPONENTS

Many mixtures occurring in nature or technical applications are multicompo-
nent mixtures of a special kind:

l Their number of components is huge,
l but nobody cares about particular components, at least not about all of them.

An example are polymers: a batch of polyethylene with a degree of polymer-
ization between 10,000 and 12,000 evidently contains 2001 different chemical
compounds, but the amount of the polymer species with chain length 11,049 is
probably not relevant. Moreover, the calculation of the solubility of this poly-
mer batch in a solvent would constitute a phase equilibrium problem with 2002
unknowns . . .

Perhaps the problem could be solved – theoretically, but in such cases even
the input data, the amounts of all polymer species, are not known accurately,
and the huge numerical effort would be wasted. Evidently, a simpler approach
is desirable.

Another example is mixtures of compounds that can occur in many isomeric
forms. Sometimes it is permissible to ignore the chemical complications.

In such cases where the mixture components can or should not be distin-
guished, i.e., if their definition gets fuzzy, a different approach is necessary. The
proper modeling of fuzzy components is an art about which many publications
have been written. Here we outline two important approaches to the problem.

8.10.1 Continuous Thermodynamics

In continuous thermodynamics, it is assumed that the thermodynamic proper-
ties of the components of a multicomponent mixture can be related to a single
parameter. For polymers, this might evidently be the chain length; for other
systems, the molar mass or the normal boiling point can be good choices. We
name this parameter s, with 0≤ s<∞, and observe that it can always be made
dimensionless with a suitable normalizing factor. Continuous thermodynamics
then treats this parameter as a real-valued (instead of integer-valued) entity; this
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idea goes back to Raetzsch and Kehlen [165] and to Cotterman et al. [166, 167].
Then the set of mole fractions defining the composition becomes a distribution
function,

Ex→ x(s)
N∑

i=1

xi→

∞∫
0

x(s)ds=1, (8.46)

and the parameters of the equation of state become functions,

ai→a(s) bi→b(s), (8.47)

if we assume a van der Waals type equation of state.
Consequently, the one-fluid covolume mixing rule (Eq. (8.24) must be

rewritten as

b̄=
N∑

i=1

bixi→

∞∫
0

b(s)x(s)ds (8.48)

and the mixing rule for the energy parameter in (Eq. (8.17) as

ā=
N∑

i=1

N∑
j=1

aijxixj→

∞∫
0

∞∫
0

√
a(s)a(s′)x(s)x(s′)dsds′, (8.49)

where we have now assumed the Berthelot–Lorentz rules with kij=0 for
simplicity.

For many practical applications, however, this approach is too simplistic.
For the case of a polymer dissolving in a (mixed) solvent, one cannot expect the
solvent to be described properly with a similar, continuous x(s) distribution as
the polymer. Instead, here a semicontinuous approach is better, where the con-
stituents of the solvent are treated as discrete compounds, and only the polymer
as a continuous compound [168], i.e., the mole fractions are

x1,x2, . . . ,xN←→ x(s)

N∑
i=1

xi= xd←→

∞∫
s0

x(s)ds=1−xd,
(8.50)

where N is the number of the discrete components making up the solvent, xd the
sum of their mole fractions, and s0 the minimal s value of the continuous distri-
bution, e.g., the minimal chain length. Then the equations for the parameters of
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the equation of state are

ā=
N∑

i=1

N∑
j=1

xixjaij+2
N∑

i=1

xi
√

aii

∞∫
s0

√
a(s)x(s)ds

+

∞∫
s0

∞∫
s0

√
a(s)a(s′)dsds′

(8.51)

and

b̄=
N∑

i=1

xibii+

∞∫
s0

b(s)x(s)ds. (8.52)

These equations are examples only; the expressions for the averaged
parameters depend on the equation of state and the mixing rules.

A popular distribution function is the 0 distribution,

x(s)=
(s−s0)

α−1

βα0(α)
exp

(
−

s−s0

β

)
, (8.53)

where 0(α) denotes Euler’s generalized factorial function. The exponential
distribution, which is also frequently used,

x(s)=
1

β
exp

(
−

s−s0

β

)
, (8.54)

can be obtained from the 0 distribution by setting α=1.
The mean value and the standard deviation of the 0 distribution are

s̄= s0+αβ σ =β
√
α. (8.55)

Once the averaged parameters of the equation are known, the calculation
of most thermodynamic properties can proceed as usual. For entropy-related
properties the ideal-gas terms have to be modified [cf. Eq. (4.19)], too:

Am(Vm,T)=
N∑

i=1

xi

(
G


m,i(T)+RT lnxi

)

+

∞∫
s0

x(s)
(

G

m (T,s)+RT lnx(s)

)
ds−RT−

Vm∫
V


m

p(Vm,T; ā, b̄)dVm

(8.56)
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If the shape of the x(s) distribution is constant, it is thus possible to treat
a phase equilibrium calculation of a semicontinuous mixture practically as a
calculation for an (N+1)-component discrete mixture; only the parameters of
the x(s) distribution have to be adjusted so that the balance

∞∫
s0

x(s)ds=1−xd (8.57)

is maintained for both phases. An example is the calculation of the vapor–liquid
equilibrium of a polymer dissolved in a mixed solvent: the polymer remains
almost entirely in the liquid phase, and only the mole fractions of the solvent
differ between the phases.

A more difficult case is a phase equilibrium, where the polymer occurs
in both phases with different distribution functions. Here it would be neces-
sary to optimize the distribution function parameters, e.g., by minimizing the
overall Gibbs energy. The – admittedly rather complicated – derivation of the
equilibrium conditions can be found in the original literature [165–167].

8.10.2 Pseudocomponents

The integrals appearing in the equation of (semi)continuous thermodynam-
ics will usually have to be evaluated numerically, which means that they are
replaced by weighted sums of the integrand functions, computed for some
representative s values.

It is therefore only consequential to do away with the complicated formalism
of continuous thermodynamics and to use discrete thermodynamics for a set of
representative s values. These s values are then chosen not for optimal efficiency
of the numerical integration, but with some regard for chemical information and
engineering needs.

It is thus common practice to regard light natural gas as a mixture of
methane, ethane, . . . , hexane, and “C7+”. The latter is a so-called pseudocom-
ponent, a heavy alkane with a properly chosen molar mass that represents the
heavy alkane content of the gas.

The customary formulation of the pseudocomponent approach makes use of
the fact that, for many cubic equations of state, the reduced critical properties are
fixed numbers (cf. Sections C.1 ff.). The a and b parameters of these equations
can then be written as

a=�a
T2

c

pc
α(T) b=�b

Tc

pc
β(T), (8.58)

where�a and�b are numerical constants which depend on the equation of state
only. Consequently, the effective critical properties of a pseudocomponent can
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be obtained by

T2
c,ps

pc,ps
=

∑
i

∑
j

xixj
Tc,iTc,j
√

pc,ipc,j

√
αi(T)αj(T)

Tc,ps

pc,ps
=

∑
i

∑
j

xixj

(
Tc,i

pc,i
βi(T)+

Tc,j

pc,j
βj(T)

)
.

(8.59)

If desired, corrections factors kij and lij can be included. The summations run
over all components that make up the pseudocomponent.

These two equations are by no means the only way to set up a pseudocom-
ponent. More recipes – particularly rational recipes for arbitrary equations of
state – can be found in the literature3 [169].

The effective critical data of the pseudocomponent are then used to obtain
the parameters of the equation of state, and then the calculation of phase
equilibria can proceed as usual. The drawback, of course, is that the internal
composition of the pseudocomponent is fixed, and cannot change upon evapo-
ration or condensation anymore. Using pseudocomponents therefore introduces
a systematic error.

But representing complex mixtures by pseudocomponents is sometimes the
only way to achieve a moderately accurate thermodynamic description. A typ-
ical example is crude oil, which contains not only n-alkanes, but also isomers,
unsaturated, cyclic, and aromatic compounds, as well as asphaltenes, whose
chemical constitution is still discussed.

Although pseudocomponents have been introduced here (and are mostly
used) as a last-resort tool to deal with otherwise intractable mixtures, they are
more important than one might think at a first glance. For what is a chemi-
cal component? Even an innocent noble gas like argon is a mixture of isotopes
(mostly 40Ar, 38Ar, and 36Ar), which have slightly different thermodynamic
properties. Treating argon as a single component is therefore a kind of lumping.

Other cases of inadvertent lumping are ignoring conformations and
stereoisomers. For example, butane is a mixture of two conformers that are pro-
duced by the rotation of the CH3 groups around the central C–C bond. The
conformers cannot be isolated, at least not in the fluid state, hence they need not
to be considered in fluid phase equilibria, but they would have to be accounted
for in ab initio calculations. Another example is the refrigerant R124 (1-chloro-
1,2,2,2-tetrafluoroethane), which is chiral and therefore comes as a mixture of
two enantiomers.

3The process of combining a set of substances into a single pseudocomponent is sometimes referred
to as “lumping”.
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8.11 PROBLEMS

1. Splitting one of the components of a mixture into two identical subspecies
should not affect the residual properties of the mixture. This is known as the
Michelsen–Kistenmacher test. Prove that one-fluid theory with quadratic or
linear mixing rules [Eqs (8.14) and (8.23)] passes the test.

2. One might be tempted to improve one-fluid theory by letting the kij in
the Berthelot–Lorentz rules, Eq. (8.22), depend on composition, e.g.,
kij= kij,0+kij,1(xi−xj). Does such a mixing theory pass the Michelsen–
Kistenmacher test?

3. Does the van der Waals equation of state reduce to the physically correct
mixing rule for second virial coefficients, Eq. (8.4), in the low-density limit
if it is combined with
a. the density-dependent mixing rule, Eq. (8.18); for the van der Waals

equation use a∝ εσ 3, b∝σ 3, γ =3[1−(b/(4Vm))
2].

b. a quadratic mixing rule using volume fractions,
ϕi= xibii/(

∑
k xkbkk).

4. It has been suggested to add more flexibility to one-fluid mixing rules
by making the kij in the Berthelot–Lorentz rules, Eq. (8.22), pressure-
dependent: kij= kij,0+kij,1p. Use this combining rule in the expression for
the Helmholtz energy of the van der Waals model and discuss the feasibility
of this approach.

5. The commonly used mixing rule, Eq. (8.23), implies the combining rule
σ 3

ij =
1
2 (σ

3
ii +σ

3
jj ) for the hard-sphere diameter. From geometric considera-

tion, one might conclude that σij=
1
2 (σii+σjj) ought to be preferred. Which

combining rule is better? (Note: This problem should be solved numerically.)
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Chapter 9

Global Phase Diagrams

Chapter 2 dealt with the experimentally known phase diagram classes. But as not all
possible experiments have been performed, yet, the list of phase diagram classes is nec-
essarily incomplete.
This chapter looks at ways of discovering phase diagram classes systematically, as well
as their relation to the equation of state.

9.1 THE CONCEPT

In Chapter 2.2, an overview over the experimentally known phase diagram
classes of binary fluid mixtures has been given. Even for the relatively simple
case of two-component mixtures, the number of classes is surprisingly large.
But can we be sure that we have seen all possible phase diagram classes?

We cannot! Until now, not all possible combinations of substances have been
investigated, yet. Moreover, for many systems that have been studied experi-
mentally, the experiments did not cover all relevant pressure, temperature, or
concentration ranges. It is therefore possible that phase diagram classes have
been overlooked – perhaps even classes which might be relevant for technical
processes.

For example, Gibbs’ phase rule allows the coexistence of four fluid phases
for a binary mixture. None of the classes listed in Chapter 2.2 contains such a
quadruple state lllg, but it cannot be ruled out. Certainly, the chemical engineer
designing a liquid-extraction unit would appreciate knowing whether there are
two or three liquid phases in this device.

Another fact that calls for a more systematic investigation of phase diagram
classes is the observation that for families1 of binary mixtures, i.e., binary sys-
tems where one component is always the same, there are often systematic trends
for the phase diagram classes. For instance, the {carbon dioxide + n-alkane}
family moves from class I {CO2 + CH4} through class I-A {CO2 + C2H6} to
class III {CO2 + C16H34}. In a similar way, the {CF4 + n-alkane} family runs

1This term was coined by G. M. Schneider, who performed systematic studies of several families.

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00009-8
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from class II via IIIm to III. This leads to the questions why one system of a
family belongs to one class and a chemically very similar system to another and
how the transition between these classes takes place.

Evidently, such a transition cannot be studied experimentally for a family of
binary systems,2 for here the phase diagram class is a fixed property, and the
transition from one family member to the next one is necessarily a discontinu-
ous one (e.g., {CO2 + CnH2n+2} to {CO2 + Cn+1H2n+4}). Only with quasibinary
mixtures, one can approach the transitional phase diagrams between classes
experimentally by adjusting the CnH2n+2 to Cn+1H2n+4 ratio.

How can we then obtain an overview over all possible phase diagram
classes or, in other words, over the global phase behavior? It is evident that
the experimental work has to be complemented by computation.

When a phase diagram of a mixture is computed, this mixture is character-
ized by a set of parameters for its equation of state and mixing theory. In the
previous sections, we have treated these parameters as fixed properties of the
mixture; in this chapter, we will treat them as variables.

Already at the begin of the 20th Century, van Laar undertook systematic stud-
ies of the phase behavior of binary mixtures, using the van der Waals equation
of state as thermodynamic model [170]. Instead of calculating large sets of px or
Tx diagrams – a too arduous task in the age of logarithmic tables and mechanical
calculators – van Laar focused on the computation of critical curves and three-
phase coexistence curves. He presented pT projections of his results, similar to
the ones shown in Chapter 2.2, and discussed the changes of the topology when
he varied the parameters of the equation of state. An example of his work is
shown in Fig. 9.1. As each critical point in these diagrams had to be calculated
by hand, the number of such diagrams in his publication was not very large.

A major step beyond the work of van Laar became possible after the advent
of electronic computers in the 1960s. Scott and van Konynenburg introduced
global phase diagrams as tools for the systematic study of fluid phase diagrams
[171]. Global phase diagrams are maps in which each location corresponds to
a set of molecular parameters; the indicated property is the phase diagram class
resulting for this parameter set. With other words, global phase diagrams visu-
alize the parameter combinations that lead to class I, class II, etc. behavior.
Examples are given below.

Now even for the simplest of all models, the van der Waals equation of state
in combination with one-fluid mixing rules, there are six model parameters.
One might be tempted to generate a global phase diagram by simply trying out
parameter combinations, but this would not be feasible: the approach amounts
to a mapping of a six-dimensional space and would therefore require much time,
especially as the recognition of phase diagram classes cannot be reliably done
by a computer. Moreover, such a brute-force mapping would miss all phase

2In (polydisperse) polymers, the average molar mass provides an additional degree of freedom.
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FIGURE 9.1 Phase diagrams of a binary mixtures of classes IV and II calculated by van Laar.
Crosses: binary critical points (stable as well as unstable). (Reprinted from van Laar [170] © 1905,
with permission from the Royal Dutch Academy of Sciences.)

diagram classes whose parameter ranges are smaller than the increments of the
search method.

In order to make the construction of global phase diagrams feasible, two
steps are required, namely a reduction of the dimensionality of the search space
and a more intelligent search strategy.

9.2 THE COORDINATES OF GLOBAL PHASE DIAGRAMS

We have already mentioned in the previous section that, for the construction of
global phase diagrams, we will treat the parameters of the equation of state as
variables that can be chosen freely. If a simple two-parameter equation of state,
e.g., the van der Waals equation, is combined with the one-fluid mixing theory,
the total number of parameters of a binary mixture is six. The parameters are the
attraction parameters a11 and a22 of the two pure components, their covolume
parameters b11 and b22, and furthermore the cross interaction parameters a12
and b12.

Now the assignment of a phase diagram to a class depends on the connectiv-
ities and relative positions of critical curves and three-phase curves only, not on
absolute pressure and temperature values. For the discussion of phase behavior,
it is therefore not necessary to consider all the six parameters aij,bij; instead, it
is sufficient to consider properly defined ratios of these parameters. This brings
the number of the coordinates of the global phase diagram down to four.
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In principle, the definitions of the parameter ratios are arbitrary. Here, we
use a set of definitions which is suitable for all two-parameter equations of state.
They include the original definitions of van Konynenburg and Scott [171].

Instead of using the attraction parameters aij, which may have differ-
ent physical interpretations for different equations of state, we here use the
attraction density

dij = T∗ij
bij

biibjj
. (9.1)

The characteristic temperature is a measure of the pair potential well depth,
T∗ij = εij/kB; it is related to the attraction parameter by aij∝bijRT∗ij for the van

der Waals equation of state (cf. Section C.1) or aij∝bijR(T∗ij)
1.5 for the Redlich–

Kwong equation of state (cf. Section C.2). The dimensionless parameter ratios
that serve as coordinates of the global phase diagrams are as follows:

ζ =
d22−d11

d22+d11
(9.2)

ξ =
b22−b11

b22+b11
(9.3)

λ=
d11−2d12+d22

d11+d22
(9.4)

η=
b11−2b12+b22

b11+b22
(9.5)

The parameters ζ and ξ represent differences of the pure-component para-
meters, whereas the parameters λ and η are related to the cross interaction
parameters.

The global parameters ζ and ξ can have values between −1 and +1. λ and
η must lie between −∞ and +1; however, values below −1 are physically
unrealistic and usually need not be considered.

Rearrangement of Eq. (9.5) gives

b12 = (1−η)
b11+b22

2
, (9.6)

i.e., η describes the deviation of b12 from the arithmetic mean of the pure-
component parameters and is therefore equivalent to the l12 parameter in the
Berthelot–Lorentz combining rules. A similar expression relates d12 to λ.

Of course, four dimensions are still too much to be visualized in a diagram.
Therefore, only two-dimensional cross sections of the four-dimensional global
phase diagram are calculated, of which the ζλ cross section is perhaps the most
prominent one. In this cross section, the covolume parameters are kept con-
stant, and thus only the effect of the variation of the attraction parameters on the
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phase behavior is visualized. The influence of molecular sizes is then studied by
calculating a series of ζλ cross sections for various values of ξ .

The global parameter η is usually set to zero. Few publications have ever
considered the influence of η, and then for very small deviations from zero only
[172]. This is in accordance with practical experience, for correlations of exper-
imental data with equations of state usually give b12 values very close to the
arithmetic mean of b11 and b22.

9.3 BOUNDARY STATES

Instead of calculating pT phase diagrams at a large number of grid points of the
global parameter space (and risking to overlook phase diagram classes which
happen to lie between the grid points), it is much more efficient to search directly
for the boundaries between phase diagram classes.

9.3.1 Double Critical Endpoints

The comparison of the various phase diagram classes intuitively leads to the
insight that they can be transformed into each other by distortions or displace-
ments of critical curves. For example, class IIIm (1CW1Z) can be transformed
to class IV (2Pl) by moving the major critical curve3 toward the three-phase
curve. The phase diagram in which the critical curve touches (“osculates”)
the three-phase curve represents a transition state between classes IIIm and
IV (see Fig. 9.2). If the critical curve is moved further downward so that it
intersects4 the three-phase curve, we obtain class IV behavior.

According to this view, the two three-phase curves of class IV are actually
two parts of the same three-phase curve; the critical curve “interrupts” the three-
phase curve, and this leads to a small miscibility region between the two critical
endpoints.

The point in the transitional phase diagram in Fig. 9.2 where the critical
curve and the three-phase curve touch is a double critical endpoint (DCEP).
The reason for this names becomes clear if we approach the transition from the
class IV phase diagram: here, we have a three-phase curve with a gap, which
represents a region of miscibility. The two branches of the three-phase curve
terminate in critical endpoints. If we vary the model parameters in a suitable
way, the gap shrinks and the two critical endpoints approach each other, until
they coincide in the DCEP. Beyond the transition phase diagram, the three-phase
curve as well as the critical curve are continuous.

3The one originating at the critical point of the less volatile substance, 1C.
4The three-phase curve in this projection in fact represents a set of three curves, one for each phase,
lying on top of each other in the pT projection and spanning a three-phase plane between them.
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Class IIIm Class IV

FIGURE 9.2 Hypothetical transition from class IIIm to class IV phase behavior via a phase
diagram with a double critical endpoint.

The mathematical conditions of a DCEP can be readily derived, considering
the facts that, at such a point,

l there is a two-phase equilibrium between a critical phase (c) and a noncritical
phase (n), so that the chemical potentials of the components in these phases
have to be equal,

l the critical conditions for the former phase must be fulfilled,
l and finally the slopes of the critical curve and the three-phase curve must be

equal:

µc
i = µn

i i = 1,2

Gc
(2x) = Gc

(3x) = 0

Sc
(2x)

Vc
(2x)

=
Sc

m−Sn
m−(x

c
1−xn

1)S
c
(x)

Vc
m−Vn

m−(x
c
1−xn

1)V
c
(x)

(9.7)

In the last equation, the left-hand side represents the slope of the critical
curve [Eq. (5.103)] and the right-hand side the slope of the three-phase curve
[Eq. (5.142)].

9.3.2 Tricritical Points

Another transition can be constructed between classes I (1P) and V (2P). In this
case, the three-phase curve of class V shrinks and eventually, at the transition
state, vanishes in one point (see Fig. 9.3), the so-called tricritical point (TCP).
Beyond this state, we have class I behavior.

This transition should not be confused with the DCEP transition discussed
above: in both cases, an upper and a lower critical endpoint coincide, and two
parts of a critical curve merge. But in the TCP transition, the two endpoints are
connected by a three-phase curve, which shrinks to zero length, whereas in the
DCEP transition, the two endpoints are on different three-phase curve branches.

The transition from class II to class IV phase behavior (1Pl→2Pl) involves
a phase diagram with a tricritical point, too.
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FIGURE 9.3 Hypothetical transition from class V to class I phase behavior via a phase diagram
with a tricritical point.

Incidentally, the rational nomenclature of phase diagram classes helps to
recognize tricritical boundary states: A tricritical point indicates a contraction of
a three-phase curve within a critical-curve sequence. Hence, all phase diagram
transitions of the type (i)X→ (i−1)X involve a tricritical point, regardless of
what the segment count i and the sequence target X are, or how many other
critical curves are present. In contrast to this, a DCEP involves a change of the
targets of critical-curve sequences, e.g., 1C1Z

→2P (III→ IV).
In order to derive the mathematical criteria for a tricritical point, we must

remember that the general criterion for phase stability is that the Helmholtz
energy density function, 9( Eρ), must be convex (using the symbology of Sec-
tion 5.8). For pure fluids, this is equivalent to state that the molar Helmholtz
energy, Am(Vm), must be convex. In the Taylor series of the Helmholtz energy
around a reference volume Vm,

Am(δVm) = Am(0)+A(1V)δVm+
1

2
A(2V)(δVm)

2
+

1

6
A(3V)(δVm)

3

+
1

24
A(4V)(δVm)

4
+ . . . ,

(9.8)

the first two terms have no relevance for the convexity. The quadratic term
ensures local convexity if A(2V)=−(∂p/∂Vm)>0. But if A(2V)=0, i.e., at a
critical point, convexity can only be achieved if A(3V)=0, too, 5 and A(4V)>0.
In general, convexity requires that the first non-zero derivative (disregarding the
first two terms of the series) is of even order and positive.

Consequently, the criteria for a stable critical point of a pure fluid are A(2V)=

A(3V)=0, while A(4V)>0. A higher-order critical point with A(4V)=A(5V)=0
is forbidden by the phase rule.

Figure 9.4 gives a graphical representation of the situation. The subcritical
isotherms in the pVm diagram show van der Waals loops, i.e., they have a min-
imum and a maximum with an unstable region in between. The extrema in the
pVm diagram correspond to inflection points in the AmVm diagram (A(2V)=0).

5The cubic term of the Taylor expansion is an odd function of δVm and thus necessarily causes
concave behavior, if it dominates the series.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 14-ch09-231-266-9780444563477” — 2012/3/1 — 3:17 — page 238 — #8

238 CHAPTER | 9 Global Phase Diagrams
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p

V

FIGURE 9.4 Schematic pressure-volume and Helmholtz energy-volume diagrams for a pure fluid.
: isotherms, : spinodals, ◦: critical point.

At the critical point, these two inflection points coincide. In order to have convex
behavior, A(3V) must be zero and A(4V) positive.

The situation is similar for binary mixtures. Here, the convexity criterion
for 9( Eρ) translates into one for Gm(x1) at constant pressure and temperature.
In analogy to the pure-fluid case, local convexity requires that, if G(2x)=0 at a
binary critical point, G(3x) must be zero and G(4x) must be positive.

If, however, G(4x) vanishes, too, we have a critical point of higher order. Dif-
fusion stability then requires that G(5x) must be zero, too, and the first non-zero
derivative must be of even order and positive. In particular, the mathematical
conditions for a tricritical point are

G(2x) = G(3x) = G(4x) = G(5x) = 0 G(6x)>0. (9.9)

The name “tricritical point” is derived from the fact that, at such a point,
three phases become identical. But here it is important to pay attention to a
detail in Fig. 9.3: The shrinking three-phase curve is of the type l1l2g. Its upper
critical endpoint is l1l2=g, and its lower critical endpoint l1=l2g. An experiment
following the three-phase curve would start at low temperature with an lg two-
phase state and show, upon heating, the liquid phase splitting into two phases.
Then, there would be three phases in the vessel until, at higher temperatures, the
gas phase and one of the liquid phases would merge. Exactly at the tricritical
point, the sequence of phases would be

lg → l1=l2=g → l1l2,

i.e., the tricritical point occurs as the transition state between two different two-
phase equilibria (see Fig. 9.5). Such a point is called an asymmetric tricritical
point, and this is the usual case in binary fluid phase equilibria (as far as such
points can be reached experimentally at all).

In contrast to this, a symmetric tricritical point corresponds to the sequence
(see Fig. 9.6)

l1l2g → l1=l2=g → f,
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FIGURE 9.5 Schematic representation of the phases in an experiment passing through an
asymmetric tricritical point.

l

g
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l fl

FIGURE 9.6 Schematic representation of the phases in an experiment passing through a symmet-
ric tricritical point.

Such a point, however, requires additional mathematical conditions and will be
discussed in Section 9.4 (van Laar point).

Now the question arises whether boundary states like tricritical points or
double critical endpoints states are consistent with Gibbs’ phase rule, Eq. (2.1).
The phase rule is the result of a balance between the number of variables and
the number of equations restricting the thermodynamic degrees of freedom. The
form of the phase rule usually given in textbooks is a specific form for the
assessment of “real” phase and chemical reaction equilibria.

As mentioned at the beginning of Chapter 2, at the critical point of a pure
fluid there is one phase and one component, yet the number of degrees of
freedom is zero because of the additional constraints A(2V)=A(3V)=0, and
therefore, the point is invariant. For a tricritical point or a double critical end-
point of a binary mixture, the number of additional constraints is four, and
therefore, the number of the degrees of freedom is −1. Consequently, these
states cannot be reached experimentally with binary mixtures. They can and
have been reached, however, with ternary (particularly quasi-binary) mixtures.

If we compute a global phase diagram, we treat (at least) two parameters of
the underlying thermodynamic model as free variables. This brings the num-
ber of the degrees of freedom to +1. We can therefore conclude that tricritical
states and double critical endpoints can appear in global phase diagrams; in
two-dimensional global phase diagrams, they form curves.

The evaluation of convexity criteria can be extended to higher-order critical
points, e.g., tetracritical points. While such a point does not exist in real binary
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systems, it is theoretically necessary to explain transitions between various
types of global phase diagrams, as we will see later in this chapter.

9.3.3 Border Azeotropy

As will be discussed in Section 9.4, it is possible that the mole fraction of
azeotropes depends on molecular size ratios only, but not on pressure or temper-
ature. In such a case, the transition from class I (1P) to the azeotropic class I-A
(1PA) or from II (1Pl) to II-A (1PAl) is represented by a phase diagram in which
the azeotropic curve is at xaz

1 = 0 or xaz
1 = 1. The mathematical conditions for

this boundary state are therefore

µl
i = µ

g
i , i = 1,2

xli = xgi = xaz
i

xaz
i →0 or xaz

i →1

(9.10)

If xaz
1 is not constant along the azeotropic curve, this criterion gives different

results depending on whether one wants to have the begin or the end of the
azeotropic curve on the border.

9.3.4 Critical Azeotropic Endpoints

Class III-A (1C1ZA) can be transformed into the heteroazeotropic class III-H
by letting the critical azeotrope move to the critical endpoint of the minor
(1Z) critical curve. The result is a critical azeotropic endpoint. Its mathemati-
cal conditions are a combination of those of a critical azeotrope and a critical
endpoint:

Ac
(2V) = Ac

(3V) = Ac
(Vx) = 0

µc
i = µn

i i = 1,2
(9.11)

9.3.5 Zero-Kelvin Endpoints

Several phase diagram classes differ from each other by the presence or absence
of a liquid–liquid critical curve only, which is indicated by an l symbol in
the rational class symbol, e.g., classes I and II (1Pl and 1P). In order to define
the boundary between these classes, we start with a class II diagram and let the
three-phase curve shrink. The miscibility improves, and the critical endpoint –
and with it the ll critical curve – moves to lower temperatures. The transition
to class I is achieved when the critical endpoint is at zero temperature and zero
pressure; then the ll critical curve coincides with the pressure axis. Beyond this
diagram, no ll critical curve exists anymore in the phase diagram.

The mathematical conditions of this so-called zero-Kelvin endpoint are those
of a regular binary critical point, solved in the limit of absolute zero, p,T=0.
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FIGURE 9.7 Phase diagram containing a critical step point, an inflection point with zero slope.

For cubic equations without temperature-dependent attraction terms, such as
the original van der Waals equation, simple analytic solutions exist. For other
equations, the conditions have to be solved numerically.

9.3.6 Critical Pressure Step Points

In addition to the major boundary states at which the topology, i.e. the connec-
tivity, of critical curves is changed, there are also boundaries at which merely
their shapes change. An example is a phase diagram with a critical curve hav-
ing a horizontal inflection point, as shown in Fig. 9.7. Such a diagram marks
the boundary between phase diagrams with no extremum and phase diagrams
with two extrema, e.g., classes III and IIIm. This special critical point has been
called critical pressure step point (CPSP) by Boshkov [173]. Its mathematical
conditions are

G(2x) = G(3x) = G(2xT) = 0

G(4x)G(2x2T)−(G(3xT))
2
= 0.

(9.12)

These conditions can be obtained with the so-called bifurcation method devel-
oped by Boshkov [173].

Two other boundary states related to the appearing or disappearing of
extrema in critical curves are the degenerated critical pressure maximum or
minimum (dCPM) and the critical pressure end maximum/minimum (CPEM).
At the dCPM, the extremum is located at T→0 (see Fig. 9.20), whereas at a
DCEM, the extremum coincides with a critical endpoint.

There are many more boundary states related to the shapes of critical curve;
their mathematical conditions can be derived by the same method.

In order to solve the mathematical conditions for the boundary states, the
derivatives of the Gibbs energy and the volume must be expressed in terms
of derivatives of the Helmholtz energy, which then can be directly calculated
from an equation of state. This transformation can be accomplished by means
of Jacobi determinants, as described in Section 4.4.

For the calculation of tricritical curves, G(5x) is required. It can be obtained
from the expression for G(4x), Eq. (5.55), either numerically or analytically.
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The analytical expression, however, is too long to be listed here. The reader
interested in the analytical expressions for G(5x) and G(6x) is referred to the
literature [174].

9.4 GLOBAL PHASE DIAGRAMS FOR SPECIFIC MODELS

9.4.1 The van der Waals Equation of State

The first global phase diagram was calculated by van Konynenburg and Scott
for the van der Waals equation of state [26, 171]. In their pioneering work, they
investigated two different values for the covolume size ratio only, namely ξ =0
and ξ = 1

3 , both for η=0.
The λζ global phase diagram for equal-sized molecules, ξ =0, is shown in

Fig. 9.8. As here all covolumes have the same values, the diagram has a mirror
symmetry with respect to the λ axis.

For equal-sized molecules, ξ =η=0, the van der Waals model gives con-
stant, temperature-independent azeotropic compositions. Applying the condi-
tions for border azeotropy for this special case leads to a very simple result,
namely a12=aii, i=1,2 or, expressed with global parameters, λ=±ζ : the
boundaries between azeotropic and non-azeotropic classes are the diagonals
of the λζ global phase diagram. In Fig. 9.8, the triangular regions above and

I-AI-A

II

II-AII-A

II II

VV

V-AV-A

III-HAIII-HA

λ

IIIIII

IVIV

ζ

FIGURE 9.8 Global phase diagram for the van der Waals equation of state for ξ =η=0. : tri-
critical curves, : double critical endpoint curves, : border azeotropy boundary, D: tricritical
endpoints, and shaded area: “shield region”. The zero-Kelvin endpoint curve coincides with the
abscissa.
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below the origin are the domains of the azeotropic phase diagram classes,
whereas the triangular regions to the left and the right side are the domains
of the non-azeotropic classes.

It should be noted that the azeotropic systems in the lower part of the dia-
gram (λ<0) show negative azeotropy, i.e., for the van der Waals model, class
I-A has negative azeotropy, whereas class II-A has positive azeotropy. In the
global phase diagram, there is no class I with positive azeotropy. Consequently,
all mixtures exhibiting positive azeotropy are bound to undergo a liquid–liquid
separation at low temperatures. In reality, this phase separation is often obscured
by solid–fluid equilibria.

For the van der Waals equation of state, the condition of the zero-Kelvin
boundary state results in a very simple expression, namely λ=0, i.e. the
arithmetic-mean rule for a12. Consequently, systems with positive λ show a
liquid–liquid immiscibility, whereas for negative values of λ only vapor–liquid
critical curves, but no liquid–liquid critical curves are present.6

Figure 9.8 contains three tricritical curves, i.e., loci of phase diagrams con-
taining tricritical points. The first one of these curves forms an arc running from
a tricritical endpoint at approximately ζ =−0.1, λ=0.43 via ζ =0.56, λ=0 to
ζ =0.4, λ=−0.75. The second tricritical curve is the mirror image of the first
one. The region between these tricritical curves is the locus of phase diagram
classes with continuous vapor–liquid critical curves (rational symbol 1P), such
as classes I and II. Outside that region, all phase diagram classes have inter-
rupted vapor–liquid critical curves, e.g., class V or class III (rational symbols
other than 1P).

A third tricritical curve coincides with the ordinate. It starts at about
λ=+0.4 and runs upward.

There are also three double critical endpoint curves (DCEPs), one coincid-
ing (in this graphical representation) with the vertical tricritical curve, the other
two following the tricritical curves very closely and turning away from them
only when approaching λ=0. The little triangles formed between the tricritical
curves, the DCEP curves, and the abscissa are domains of class IV.

Figure 9.8 clearly shows domains of the classes I to V with some subdomains
pertaining to the presence or absence of azeotropy and heteroazeotropy. It does
not show domains for classes VI to VIII: These classes cannot be calculated
with the van der Waals equation of state.

A detailed analysis shows that the tricritical curve and the DCEP curve inter-
sect at the top of the class IV domain (see Fig. 9.9). This intersection point is
called a van Laar point. It evidently combines the properties of a tricritical point
and a double critical endpoint, and it represents a symmetrical tricritical point.

6In class V phase diagrams, there is an llg three-phase curve, and therefore liquid–liquid immisci-
bility is involved. But there is no liquid–liquid critical curve running to the jamming point (rational
symbol: l).
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FIGURE 9.10 pT phase diagram of class IV∗( = 2C1Z).

Beyond the van Laar point, there exists an extremely narrow domain of a
new phase diagram class, IV∗ (2C1Z) [171, 175]. Figure 9.10 shows its pT phase
diagram. It has not been found experimentally yet, but its existence is necessary
for topological reasons. Incidentally, this is an example for the “discovery” of
a new phase diagram class from an analysis of boundary curves, which could
never have been accomplished by a brute-force grid search of global parameter
space.

The triangular area between the three tricritical endpoints in Fig. 9.8 is called
shield region because of its shape. It contains domains of phase diagram classes
with four-phase equilibria lllg. Moreover, in the shield region, the azeotropic
boundary curves cross these domains and give rise to a very confusing pattern
of domains of rather complicated phase diagram classes; Figure 9.11 may serve
as an example (class II-A∗, rational symbol 1PAlnQ). There is not sufficient
space here to list all of them. The interested reader is referred to the original
literature [32, 171, 176, 177].

Figure 9.12 shows the λζ global phase diagram from the original publica-
tion of van Konynenburg and Scott [26]. It contains the positive-ζ half of the
total global phase diagram only; as stated before, the negative-ζ half is sym-
metric to it.
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FIGURE 9.11 pT phase diagram of class II-A∗ ( = 1PAlnQ).

There are some auxiliary curves in Fig. 9.12 which deserve attention:
For many mixtures of nonpolar compounds, the Berthelot–Lorentz combin-
ing rules Eq. (8.22) provide reasonable approximations for the cross interaction
parameters. For the attraction parameter of the van der Waals equations, these
rules yield

a12= (1−k12)
√

a11a22. (9.13)

For the “ideal case” k12=0, the cross attraction parameter becomes the
geometric mean of the pure-component parameters. Converting this to global
parameters results in

λ=1−
√

1−ζ 2 , (9.14)

i.e., the geometric-mean rule corresponds to a semicircle in the λζ global phase
diagram, with the center at ζ =0, λ=1. This semicircle is shown as a dotted-
dashed curve in Fig. 9.12 and labeled “g.m.” We would expect the loci of real
systems to lie in the vicinity of this curve.

Incidentally, an arithmetic mean instead of a geometric mean for the attrac-
tion cross parameter would result in a horizontal line at λ=0 (labeled “a.m.”
in the global phase diagram). Except for a special case to be discussed later,
however, the arithmetic mean represents a hypothetical condition only.

Van Konynenburg and Scott could show that, for the {methane + n-alkane}
family, the global phase diagram Fig. 9.12 qualitatively agrees with experimen-
tal observations. With increasing chain length of the n-alkane, the difference in
attraction between methane and the n-alkanes increases, and hence ζ increases,
too. While the {methane + pentane} system belongs to class II, {methane + hex-
ane} is class IV and {methane + heptane} is class III. This corresponds to the
sequence that one can read off Fig. 9.12.

The shield region lies far away from the geometric-mean curve. This gave
rise to the view that it is merely a mathematical figment without physical reality.
We defer the discussion of this view to Section 9.4.7.
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FIGURE 9.12 Global phase diagram for the van der Waals equation of state for ξ =η=0 . See
the text for an explanation of the curves.(Reprinted from van Konynenburg and Scott [26, 171], ©
1980, with permission from the Royal Society.)

There are some additional curves in Fig. 9.12, such as the dashed curve
running parallel to the double critical end point curve. That curve is the critical
pressure step point boundary [173]. It separates the region of phase diagram
class IIIm from the regions of class III and the related azeotropic subclasses.

The dotted curve taking a similar course as the tricritical curve is a so-
called mathematical double point curve or double critical cusp curve. At such
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a point, two different critical curves swap branches. This curve runs through
the van Laar point, and it is only here that a mathematical double point is sta-
ble. Therefore, the other parts of that curve cannot be observed experimentally.
Nevertheless, the mathematical double point is very useful for the interpretation
of global phase diagrams in general [178].

The main features of the global phase diagram obtained for the van der Waals
equation of state are very much the same for other equations of state. The global
phase diagrams for other equations of state differ mostly in the quantitative
locations of the boundary curves. Qualitative differences, i.e., different arrange-
ments of domains or even new domains, occur in some special regions only,
which will be discussed below.

As one might expect, the global phase diagram becomes asymmetric if the
mixture is asymmetric with respect to the covolumes of the components. Such
diagram is shown in Fig. 9.13 for ξ = 1

3 , i.e., for mixtures where the covolume
of component 2 is twice the covolume of component 1. Obviously the curves
are distorted, but the general features of the global phase diagram are the same
as for the symmetric case, ξ =0.

A topological change is the splitting of the border azeotropic curves (the
“diagonal” lines). For mixtures of molecules of different sizes, the azeotropic
composition varies along the azeotropic curve. Consequently, there is now a
low-temperature limit (border azeotropy at T→0) and a high-temperature limit.

In the rectangle formed by the four intersecting border azeotropy bound-
ary curves, a region of double azeotropic behavior has been found [171]. This
means that there are mixtures which have both a pressure maximum azeotrope
and a pressure minimum azeotrope in some of their isothermal phase diagrams
(cf. Figs. 2.34–2.35). Such a phase behavior has been found experimentally for
the system {benzene + hexafluorobenzene} [14].

9.4.2 The Redlich–Kwong Equation of State

The second cubic equation of state that was analyzed with respect to its global
phase behavior is the Redlich–Kwong (RK) equation of state [93, 175]. Its
attraction term has a different density dependence than the van der Waals equa-
tion. The major difference, however, consists in the temperature dependence
(∝T−0.5) of the attraction term. This affects the zero-Kelvin endpoint curve
separating systems with and without liquid–liquid critical curves. While this
curve coincides with the abscissa for the van der Waals equation, it turns to neg-
ative λ for the RK equation (see Fig. 9.14). As a consequence, the DCEP curve
can cross the abscissa; it ends at a negative λ value.

A qualitative difference between the global phase diagram of the van der
Waals and the RK equations of state is the appearance of a fourth tricritical curve
at large negative ζ values for mixtures of molecules of different sizes. With
increasing ξ , the termination point of this curve approaches the regular tricrit-
ical curve. For sufficiently large size ratios, the two tricritical curves exchange
branches, as can be seen in Fig. 9.14 for ξ =0.3457.
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FIGURE 9.13 Global phase diagram for the van der Waals equation of state for ξ = 1
3 and

η=0. (Reprinted from van Konynenburg and Scott [171], © 1980, with permission from the Royal
Society.)

As a result of this exchange, the tricritical curves and the DCEP curves
accompanying them demarcate a domain that has later been named sword region
because of its shape. It contains domains of several new phase diagram classes
which can be regarded as extensions of class IV; one of them even contains
a fluid quadruple point lllg (see Fig. 9.15). An in-depth analysis of the rather
complex phase behavior in this region requires the definition of several new
boundary curves.

One might think that the sword region lies so far below the geometric-
mean curve that it cannot be reached experimentally, but it will be shown in
Section 9.4.7 that this may not be true.

Kolafa calculated global phase diagrams for the RK equation, using reduced
coordinates similar to the global parameters ζ and ξ , and keeping the cross inter-
action parameter kij constant [179]. In this work, a large variety of azeotropic
phase diagrams was found.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 14-ch09-231-266-9780444563477” — 2012/3/1 — 3:17 — page 249 — #19

9.4 | Global Phase Diagrams for Specific Models 249

I

VV

−1.0 −0.5

−0.5

0.0

0.0

0.5

1.0

λ

0.5

ζ
1.0

II

IIIIII

IV

FIGURE 9.14 Global phase diagram for the Redlich–Kwong equation of state for ξ =0.3457
and η=0 . : zero-Kelvin endpoint curve, : metastable parts of tricritical curves, and
◦: tricritical endpoint. (Reprinted from Deiters and Pegg [175], © 1989, with permission from the
American Institute of Physics.)
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FIGURE 9.15 pT phase diagram of class IV4 ( = 1Q1Ql).

9.4.3 The Carnahan–Starling–Redlich–Kwong
Equation of State

For ξ =0, the global phase diagram of an equation of state consisting of
the Carnahan–Starling hard-sphere repulsion and the Redlich–Kwong (RK)
attraction term (CSRK) looks quite similar to that of the RK equation [180].
The region of the systems with continuous vapor–liquid critical curves, i.e.,
the region enclosed by the tricritical curves, is smaller, but topologically the
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FIGURE 9.16 Global phase diagram for the CSRK equation of state for ξ =0.2 and η=0.
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“P” is calculated with the DCEP criteria. But here the critical curve is not osculating (touching)
the three-phase curve, but crossing it with an inflection point. (Reprinted from Kraska and Deiters
[180], © 1992, with permission from the American Institute of Physics.)

diagrams are the same. Similar to the RK equation, additional tricritical curves
appear when ξ deviates from 0. While for the RK equation only one new tri-
critical curve has been found for molecules differing very much in size, and
then only on the left side of the global phase diagram, for the CSRK equation
these new tricritical curves appear already at about ξ =0.2 and on both sides
(Fig. 9.16).

The additional tricritical curve on the right side emerges at a ξ value some-
what below 0.2 and spans almost the total range of ζ at ξ =0.2. At ξ =0.2552,
the new tricritical curve touches the regular tricritical curve; beyond this ξ value,
the connectivity of the tricritical curves changes.

The transitional phase diagram at which this exchange of tricritical curve
branches takes place contains a tetracritical point. Such a point is similar to a
van Laar point (stable mathematical double point), at which the connectivity of
binary critical curves changes; here, however, the change takes place at a higher
level, namely the connectivity of tricritical curves.

The three-dimensional diagram shown in Fig. 9.17 gives an overview over
the evolution of the new tricritical curve on the right side of the diagram with
increasing size ratio ξ .
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FIGURE 9.17 Three-dimensional global phase diagram for the CSRK equation of state for η=0.
Only the tricritical curves are shown [181].

The change of the connectivity at a tetracritical point gives rise to several
phase diagram classes with four coexisting phases. This has implications for
cases where experimental data are fitted for systems having parameters in the
vicinity of a tetracritical point. From a more general perspective, a phase dia-
gram with a tetracritical point represents a boundary between two topologically
different global phase diagram sections.

9.4.4 The Carnahan–Starling–van der Waals
Equation of State

In order to separately investigate the influence of the attraction and the repulsion
term on the global phase behavior, it is interesting to combine the Carnahan–
Starling hard-sphere repulsion term with the van der Waals attraction term [182].
This combination is called the Carnahan–Starling–van der Waals (CSvdW)
equation of state. While the general topology of the global phase diagram is
quite similar to that of the equations of state treated above, there is a new feature
that had not been found for van der Waals type equations of state before, namely
the appearance of liquid–liquid closed-loop immiscibility regions (rational
nomenclature: curve types n, u, or ll).

This phenomenon, which gives rise to class VI and class VII behavior,
has usually been attributed to the existence of directional forces between the
molecules [183]. With increasing temperature, the liquid–liquid immiscibility
region usually shrinks, because thermal fluctuations can then overcome the
unfavorable interactions between the two kinds of molecules. However, with
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FIGURE 9.18 Global phase diagram for the CSvdW equation of state for ξ =η=0. : CPSP
curves, : DCEP curves, tricritical curves. A magnification of the indicated region is shown
in Fig. 9.21. (Reprinted from Yelash and Kraska [182], © 1998, with permission from the German
Bunsen Society for Physical Chemistry.)

decreasing temperature there is no such mechanism. The usual explanation is
that, in systems with directional forces, the entropic contribution of ordering
may cause an increasing miscibility with decreasing temperature.

The global phase diagram of the CSvdW equation of state shows that direc-
tional forces are not necessary for the appearance of a closed-loop liquid–liquid
immiscibility. Figure 9.18 contains the global phase diagram for equal-sized
molecules (ξ =η=0) [182]. The major difference to the equations of state dis-
cussed before is an additional DCEP curve below the abscissa. Together with
the critical pressure step curve (CPSP), this curve demarcates a region where
closed-loop liquid–liquid immiscibility occurs. A detail view of the relevant
region in the global phase diagram is shown in Fig. 9.21. The left diagram
reveals the existence of domains of two closed-loop phase diagram classes VI
and VII as well as its precursor class Vm. The latter contains phase diagrams
with two maxima along the binary critical curve originating at the critical point
of the less volatile substance (Fig. 9.19). This class was also found for the
Redlich–Kwong equation of state [184], for which, however, the transformation
to classes VI and VII does not take place.

The maximum at high temperature is a regular vapor–liquid critical point,
whereas the other maximum must be regarded as a critical point of a liquid–
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FIGURE 9.20 pT phase diagram with a degenerated critical pressure maximum (dCPM), bound-
ary case between classes III and V.

liquid phase equilibrium. With decreasing difference in the attraction parameters
of the pure substances (ζ ), the minimum in the critical curve moves to lower
pressure and eventually intersects the three-phase curve in a DCEP. Beyond
that boundary state, class VII phase behavior exists. At even lower ζ values,
there is an additional tricritical curve at which class VII turns to class VI.

Topologically, the closed-loop liquid–liquid immiscibility region appears
due to a splitting of the zero-Kelvin curve present in the global phase diagram
of the van der Waals equation into two other boundary states [185]. These are
phase diagrams containing a CPSP and the so-called degenerated critical pres-
sure maximum (dCPM). The latter is a pressure maximum of a critical curve at
T=0 (Fig. 9.20).

From a molecular point of view, mixtures located in the region between
these two boundary curves have a larger cross attraction parameter than the
geometric-mean rule predicts. On the other hand, the cross interaction is still so
small that it affects the phase behavior at low temperatures only, and hence does
not lead to a phase diagram with pronounced immiscibility.

The CSvdW equation of state is one of few which have also been investi-
gated with respect to the deviation of the cross-covolume from the arithmetic
mean [172]. In Fig. 9.21, the right diagram shows a part of the global phase
diagram for η=0.2, which is actually a rather large value. The effect on the
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η=0.2. (Reprinted from Yelash and Kraska [172], © 1999, with permission from Oldenbourg
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global phase diagram is a major enlargement of the class IV region and also a
significant enlargement of the classes VI, VII, and Vm regions.

The unexpected existence of class VI and VII phase behavior for an equation
of state model without directional forces has been confirmed by many inves-
tigations of global phase diagrams. Wang et al. [186] used the Guggenheim
equation of state, which is similar to the Carnahan–Starling–van der Waals equa-
tion of state, but has another repulsion term, and found classes VI and VII phase
behavior emerging by the same mechanisms as for the CSvdW equation of state.
Scott [187] calculated the global phase diagram for the Sanchez–van Rensburg
equation of state and found even larger domains of classes VI and VII.

Since the CS repulsion and also many other hard-sphere repulsion terms
overestimate the close packing limit, the liquid–liquid closed-loop is found at
very high packing fractions. With a so-called mapping approach, several new
hard-sphere repulsion terms could be developed [185] which have their den-
sity limit at 0.75, very close to the close-packing fraction. With these repulsion
terms, it was possible to obtain class VI and VII phase behavior, too, but now at
a significantly lower packing fraction.

Bhimalapuram and Widom calculated the isobaric heat capacity for four
models having a closed-loop liquid–liquid immiscibility and found an anoma-
lously high positive excess heat capacity in all cases [188]. Since that effect is
related to hydrophobic interaction [189], it turns out that the mechanism of the
emergence of class VI behavior in attractive-hard-sphere fluids is very much
the same as in systems with directional forces, namely entropy related. How-
ever, the extent of the hydrophobicity is smaller for the attractive-hard-sphere
fluids than for models with directional forces.
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9.4.5 Lattice Gas Models

Historically, two lattice gas models were the first models whose global phase
behavior was studied after the seminal work of Scott and van Konynenburg.
These models are the ternary symmetric lattice gas and the related van der Waals
model.

The ternary symmetric lattice gas model assumes that there is a lattice of
fixed size of which each site can be occupied by one molecule belonging to
species 0, 1, or 2. The coordination number z, the number of nearest neighbors
for each molecule, is fixed and the same for all species. Nearest neighbors inter-
act with an energy of εij; the interaction energy with more distant molecules is
zero. The random mixing approximation is made: for each phase, the molecules
distribute randomly over the available lattice sites. This leads to a very simple
ansatz for the Helmholtz energy:

Am=NAz

 2∑
i=0

2∑
j=0

xixjεij

+RT

(
2∑

i=0

xi lnxi

)
(9.15)

The simplifications – the assumption of equal sizes for all components as
well as the neglecting of long-distance interactions and local ordering – render
this model unsuitable for quantitative modelling. But it does capture essential
points of phase equilibria. Because of its simple structure, many equilibrium
and boundary conditions can be treated analytically.

Of course, the ternary lattice gas is rather a model for an alloy than for a
compressible fluid mixture. An exhaustive analysis was given by Griffiths and
his coworkers [190] in 1977. The global phase diagram of the ternary lattice gas
consists of eight “leaves”, where for each of these leaves the interaction energies
have different signs. For an alloy, positive interaction energies are physically
possible, whereas for typical fluid mixtures, the interaction energies are usually
negative.

There is no need to repeat the (rather extensive) results of Furman et al. [190]
here; the interested reader is referred to the original literature. The important
point, however, is that in the leaves corresponding to fluid phase equilibria,
there appear three tricritical curves and that these tricritical curves intersect in
a shield region. In fact, the intricacies of the shield region were discovered for
this model.

The van der Waals lattice gas model is obtained from the ternary symmetric
lattice gas by letting component 0 represent “holes”, i.e., empty space. Thus, the
rigid ternary lattice model is turned into a model for compressible binary fluid
mixtures. Its Helmholtz energy equation is

Am=NAz
(

x2
1ε

2
11+2x1x2ε12+x2

2ε22

)
+RT (x1 lnx1+x2 lnx2+(x0−1) lnx0) .

(9.16)
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The differences to the symmetric lattice gas model are due to the facts that there
is no interaction energy between a molecule and a hole and that the expansion
of empty space does not generate mixing entropy.

This model was analyzed by Furman and Griffiths in 1978 [177]. Its global
phase diagram is equivalent to that of the van der Waals equation of state for
equal-sized molecules and therefore needs not be reproduced here.

But an interesting insight can be gained from the lattice gas model by plot-
ting the projections of critical curves in an x1x2 diagram, i.e., in a map of the
lattice gas mole fractions. Such maps are called Meijer diagrams; they have a
triangular shape, because the sum of the three mole fractions must be 1. The
density diagrams of Section 5.8 are the equivalent maps for regular equations of
state.

The critical curves can have three anchor points:

l In terms of lattice gas coordinates, the critical point of pure fluid 1 is a crit-
ical point of the binary subsystem {0 + 1}, i.e., of component 1 mixed with
holes, in the absence of component 2. It is represented by a point on the
abscissa.

l Likewise, the critical point of pure fluid 2 is a critical point of the binary
subsystem {0 + 2} in the absence of 1; it is represented by a point on the
ordinate.

l The hypothetical jamming point, the high-pressure limit of liquid–liquid
critical curves, is consequently a critical point of the subsystem {1 + 2} in
the absence of holes; it is represented by a point on the hypothenuse.

Figures 9.22 and 9.23 are schematic Meijer diagrams for systems belong-
ing to class II and class III. It is evident that these two classes, even if they
have rather different pT representations, are topologically very similar. They
only differ in the connectivity of the three critical points on the borders: For
class II, the critical points of {0 + 1} and {0 + 2} are connected by a criti-
cal curve, whereas the critical curve coming from the critical point of {1 + 2}
runs to an endpoint. For class III, the critical points {0 + 2} and {1 + 2} are
connected.

0 1
0

1

x1

x2

FIGURE 9.22 Schematic Meijer diagram
of class II for the van der Waals lattice gas.

0 1
0

1

x1

x2

FIGURE 9.23 Schematic Meijer diagram of
class III.
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9.4.6 Other Equations of State

Van Pelt et al. computed global phase diagrams for the SPHCT equation of state,
Eq. (7.43) [174, 178]. He discovered class VIII as well as several others which
have not been found in experiments, yet.

Global phase diagrams have been computed not only for van der Waals-type
equations of state, which incorporate a hard-sphere repulsion in a more or less
accurate way, but also for equations of state for soft-sphere fluids. So Boshkov
and Mazur investigated an equation of state for the Lennard-Jones fluid which
was based on molecular simulation data [32, 176, 191]. In addition to the usual
global phase diagram they found a triangular region of liquid–liquid closed-
loop phase diagrams. The interplay of boundary curves that is responsible for its
formation is different from the one of the CSvdW equation of state. Historically,
Boshkov and Mazur were the first to show that closed-loop immiscibility may
be possible even without directional forces, and their work, disagreeing with
the traditional views, was at first received with doubts. But with so many later
studies of global phase diagrams finding closed-loop immiscibility regions for
simple models, the issue appears to be resolved.

Various other investigations focus on the global phase behavior of non-
spherical molecules. Wang and Sadus especially investigated the appearance
of phase diagram classes related to class IV [192] using an equation of state
containing the hard-convex-body term of Boublı́k and Nezbeda, Eq. (7.55).

The next step beyond the spherical shape are chain molecules. The global
phase diagram of monomer–dimer mixtures was investigated by Attwood and
Hall [193] (a dimer is evidently the shortest possible chain molecule). The
underlying equation of state model was a generalized Flory dimer equation of
state based on a square-well attraction. The obtained global phase diagram is
topologically similar to that of the van der Waals equation of state. Due to the
asymmetry of the mixture, the global phase diagram is asymmetric, too. Of
course, there are quantitative differences to the global phase diagram of other
equations of state.

Recently, Flores et al. [194] analyzed the phase behavior related to a
CPSP, and especially its limiting behavior in the global phase diagram. In addi-
tion to the known CPSP curves, they found an additional one in the region of
strong deviation of the cross-attraction from the geometric mean, i.e., in the
regions of class I and V. Their publication contains a detailed analysis of the
shield region in global phase diagrams of four different equations of state for
comparison.

A qualitatively rather different phase diagram has been found for the
Dieterici equation of state. This equation has an unusual mathematical struc-
ture: in contrast to van der Waals type equations, which are sums of a repulsion
and an attraction term, the Dieterici equation is a product of a repulsion term and
an exponential function representing the intermolecular attraction. As a conse-
quence, the Dieterici equation cannot give negative pressures. An analysis of
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its global phase diagram revealed the existence of more tricritical curves and
a hypercritical curve as well as differences in the azeotropic phase behavior
[195, 196].

9.4.7 Are Shield and Sword Regions Realistic?

The types and arrangements of the domains in the various global phase diagrams
are generally similar for all equations of state investigated so far. Differences
exist in the quantitative location and sizes of these domains. In some small
and very sensitive regions of the global phase diagrams, however, also quali-
tative differences can be observed. One of these regions is the so-called shield
region located around ζ =0 and λ=0.3 . . .0.4 for the van der Waals equation
(Fig. 9.12) in case of equal-sized molecules, ξ =0. The other regions are the
two sword regions located near the ζ axis. In these regions, one finds a very rich
phase behavior, i.e., small changes of the interaction parameters lead to radi-
cal topological changes in the phase behavior. The shield region as well as the
sword regions contain domains of phase diagram classes with four-phase equi-
libria lllg. Moreover, in the shield region various azeotropic boundary curves
cross these domains and give rise to a very complex pattern of domains of rather
complicated phase diagram classes [32, 171, 176, 177, 190, 197, 198].

The shield region and the sword regions are usually located far away from
the geometric-mean curve. One might therefore conclude that these regions
are fictitious and not accessible experimentally with molecules of this universe
[197].

This is probably true for mixtures in which the molecules are more or
less randomly distributed and where therefore cross interactions (interactions
between unlike species) have large statistical weights. But fluids with micro-
scopic structuring, e.g., micellar solutions, can have a far smaller influence of
cross interactions; for them the arithmetic-mean curve is a better approximation.
Indeed, coexistence of three liquid phases has been observed for mixtures of
water with some non-ionic surfactants, e.g., {H2O + C10H21-(OC2H4)4-OH}
[199] (see Fig. 9.24). Findenegg et al. observed “isotropic channels” in water–
surfactant phase diagrams, another phenomenon occurring in phase diagrams
of the sword region [200]. The isothermal phase diagrams of these systems are
rather complicated, and their pressure dependence has not been studied up to
now. Still, the coexistence of three liquid phases necessitates the existence of
an lllg four-phase state, and in phase diagram classes containing such a state
indeed one-phase regions inmidst two-phase regions can occur. Figure 9.25
shows an isobaric cross section through a class IV4 phase diagram (cf. Fig. 9.15)
slightly above the four-phase point, so that three 3-phase lines are intersected.
The experimentally observed phase diagram Fig. 9.24 is still more complicated
due to the existence of lyotropic liquid-crystalline phases, but Fig. 9.25 can
already explain the existence of the “anomalous” liquid phase.
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FIGURE 9.24 Isobaric phase diagram of {water + C10E4} at ambient pressure (the acronym stands
for tetraethyleneglycol decyl ether, a nonionic surfactant), in the region of high water concentration.
Note the appearance of an “anomalous” isotropic liquid phase. The phase diagram also contains
liquid-crystalline domains. (Reprinted from Lang and Morgan [199], © 1980, with permission
from the American Institute of Physics.)

While the application of equations of state to such complex mixtures is still
seldomly attempted, it is already evident that only equations showing global
phase diagrams with sword regions can be of any use in this context.

Another reason for large deviations from the geometric-mean curve may be
strong polar interactions or hydrogen bonding. There are indeed some exper-
imental data that make the real existence of this region likely: The phase
diagrams of the {water + n-alkane} family [22] all belong to class III, but for
the lower alkanes water is the less volatile component, whereas it is the alkane
otherwise (see Fig. 9.26). The transition 1C1Z

→1Z1C takes place near to the
{water + C26H54} system. In all global phase diagrams shown so far, such a
transition can only be made through the high-λ tricritical curve above the shield
region. One might therefore expect that mixtures of water with slightly less
hydrophobic compounds than long n-alkanes might have phase diagrams in the
shield region.
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FIGURE 9.25 Possible isobaric cross section of a class IV4 phase diagram (cf. Fig. 9.15) at a
pressure slightly above that of the four-phase point (schematic), showing a one-phase region inmidst
the two-phase regions. (Reprinted from Kraska and Deiters [180], © 1992, with permission from
the American Institute of Physics.)

9.5 APPLICATIONS OF GLOBAL PHASE DIAGRAMS

Is the knowledge of such very detailed studies of global phase diagrams rele-
vant for practical applications? The answer must be yes, for if a system is known
to be in or close to one of the regions of complex phase behavior – the shield
region [171, 176, 197, 198], the sword region [180, 201], or a class VI/VII
region [32, 172, 182] – it may be very difficult to correlate experimental data
quantitatively while reproducing the correct qualitative phase diagram class at
the same time. In other words, if a system is located in such region, one should
be very careful with any extrapolation of experimental data using an equation of
state correlation. For example, one might fail to compute a liquid–liquid immis-
cibility if the parameter set fitted to the data is located on the wrong side of a
tricritical curve in the global phase diagram.

Furthermore, if a system is known to be in one of the complex regions,
special precautions must be taken to ensure that no phase is overlooked.

As we will see below, in applications of global phase diagrams to chemical
engineering problems, it is often not necessary to calculate the complete global
phase diagram. Instead, it is usually sufficient to calculate a few boundary states
in the vicinity of the parameters of the system under investigation. On the other
hand, if a specific system is located in the middle of large domain in the global
phase diagram, one can be reasonably sure that the fitting of the equation of
state parameters does not affect the phase diagram class.
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FIGURE 9.26 Critical curves and llg 3-phase curves of {water + alkane} systems, with the alka-
nes ranging from methane to C40H82. : critical or llg three-phase curves, : vapor pressure
curves; curve parameter: carbon number of the alkane. Note that the phase diagram topology
changes at C26. (Reprinted from Brunner [22], © 1990, with permission from Elsevier.)

Since for a specific system the pure substance parameters are fixed, one can
analyze the influence of the cross interaction parameters in a λη or directly in
a k12l12 diagram (cf. Eq. (8.22)). Such a global phase diagram was used by
Polishuk et al. [202] for the qualitative and quantitative analysis of the phase
behavior of the system {methane + n-pentane}, which happens to be very close
to a tricritical curve.

Global phase diagrams have also been used to locate specific parameter sets,
representing specific binary mixtures, which are of interest for the investigation
of other properties. For example, Mejı́a et al. [203] investigated interface
properties of class I and class V Lennard-Jones mixtures selected from the
corresponding global phase diagram calculated with the softSAFT equation of
state.

Another system being close to a tricritical boundary state is {carbon diox-
ide + ethanol}. This technically relevant mixture is supposed to exhibit class I
phase behavior. But since it is located close to tricritical curve, parameters fit-
ted to experimental data may lead to a small liquid–liquid immiscibility. In the
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context of the so-called gas antisolvent crystallisation process (GAS), a third
substance, a solute which is to be crystallized, influences the phase behavior of
the mixture. By calculating a part of the tricritical boundary, it could be shown
that solutes which influence the {ethanol + carbon dioxide} phase behavior can
move the system across the tricritical boundary curve [204]. In this special case,
the location of the system in the global phase diagram affects the morphology of
the solid particles formed by the process: the closer a binary solvent system is
to the tricritical curve, the more likely undesired big hollow-sphere particles are
obtained in GAS experiments. The distance of the system to a tricritical curve
in the global phase diagram has been found to be a criterion for finding solvent
mixtures which give the desired very fine particles with GAS.

Global phase diagrams have also been used to analyze the development of
the phase behavior within system families. An example is the family {water +
n-alkane} [205], which was modelled with statistical associating fluid theory
(SAFT). Here relative critical temperatures and densities were used as global
coordinates. Furthermore, a rather qualitative investigation of the {methane +
n-alkane} family was performed, which included the effect of co- and anti-
solvents on the phase behavior [206]. Shape effects in the context of global
phase behavior were studied for {carbon dioxide + C4} mixtures, where
C4 stands for five hydrocarbons with four carbon atoms [207]. Another
work focused on miscibility holes in polymer blend systems consisting of
poly(dimethylsiloxane) and poly(hexylmethylsiloxane) [46]. As these holes are
related to temperature minima in the liquid–liquid critical curves in these sys-
tems, a boundary state of a critical temperature minimum at zero pressure was
calculated in order to follow the formation of the holes.

In (polydisperse) polymer–solvent mixtures, the average chain length or the
percentage of copolymers can provide additional degrees of freedom, which can
then be used to experimentally reach boundary states. For example, {acetone +
polystyrene} belongs to class IV for a molar mass below 2 × 104 g/mol, but to
class III above [208]. When handling polymer mixtures, it is evidently good to
know what the relevant phase diagram classes are.

Investigations of the global phase behavior have inspired the further devel-
opment of equations of state. For example, the insight into the appearance of
the liquid–liquid closed-loop phase behavior has led to approaches to simplify
the Carnahan-Starling repulsion term [112]. Also, an equation of states of chain
molecules [209, 210] has been simplified in this context. Finally, global phase
diagrams have been used for a general analysis of attraction terms in equations
of state [211].

9.6 TERNARY SYSTEMS

Almost all investigations of global phase behavior are for binary mixtures,
whereas little has been done so far for ternary systems. Sadus collected many
ternary pTx phase equilibrium data and presented them mainly as pT diagrams
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[212]. The mixtures in his compilation include many organic compounds, water,
carbon dioxide, nitrogen, noble gases, etc.

There is also a systematic study of ternary phase behavior based on the
van der Waals equation of state [213]. As a ternary system has more inde-
pendent molecular parameters, the number of global parameter increases. In
order to reduce the number of free parameters, the work focused on equal-
sized molecules and fixed the cross-attraction parameters to the geometric mean.
Hence the global phase diagram was spanned by the parameters ζ12 and ζ13 (the
third parameter, ζ23, then depends on the other two). This work identified some
basic ternary phase diagram classes, which in turn could be related to the phase
diagram classes of their binary subsystems (see Fig. 9.27).

An example is shown in Fig. 9.28. This ternary system is of the quasibinary
type (cf. Fig. 2.105); it consists of two subsystems of class IIIm {1 + 2} and
{1 + 3} and one of class I {2 + 3}.

In fact, most of the systematic experimental work that has been made for
ternary mixtures concerns quasibinary systems. With quasibinary systems of
the type I + (II + III), it is possible, by variation of the ratio of components
2 and 3, to realize a tricritical point or a double critical endpoint. Gibbs’ phase
rule forbids this for binary mixtures, but for ternary mixtures it can and has been
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FIGURE 9.27 Ternary global phase diagram for mixtures of equal-sized molecules obeying the
Berthelot–Lorentz combining rules [213]. The grey shades indicate the ternary phase diagram class:
middle grey: II + II + II, white: II + II + III, light grey: II + III + III, dark grey: III + III + III.
(Reprinted from Phys. Chem. Chem. Phys. 1: M. Bluma and U. K. Deiters, “A classification of phase
diagrams of ternary fluid systems”, pp. 4307–4313, © 1999, with permission from the Royal Society
of Chemistry.)
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FIGURE 9.28 Example of a ternary phase diagram calculated with the van der Waals equation of
state [213]. The numbers indicate the critical points of the three pure substances. The shaded planes
are ternary critical planes. x∗= x2/(x2+x3). (Reprinted from Phys. Chem. Chem. Phys. 1: M. Bluma
and U. K. Deiters, “A classification of phase diagrams of ternary fluid systems”, pp. 4307–4313, ©
1999, with permission from the Royal Society of Chemistry.)

done, e.g., for the system {carbon dioxide + dodecane + o-nitrophenol} [214]
or for mixtures of carbon dioxide with small alkanols [215].

Conversely, global phase diagrams of binary mixtures can be used to inter-
pret phase diagrams of quasibinary mixtures. For ternary mixtures in general,
however, the number of possible combinations of binary subclasses is large,
and we must expect a huge variety of ternary phase diagrams. So far, only a
minor portion has been explored.

9.7 PROBLEMS

1.

The figure shows a sequence of pT diagrams. Determine the transitional
phase diagrams and suggest boundary states. (Reprinted from Yelash and
Kraska [182], © 1998, with permission from the German Bunsen Society for
Physical Chemistry.)



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 14-ch09-231-266-9780444563477” — 2012/3/1 — 3:17 — page 265 — #35

9.7 | Problems 265

2.

VI

II
dCPM

T
C

P

D
C

E
P

C
P

S
P

The figure shows a section of a global phase diagram. Identify the phase
diagram classes of the regions between the boundary curves.

3. Derive the equation for the zero-Kelvin endpoint curve (see Section 9.3.5) in
a λζ global phase diagram with ξ =0 (equal-sized molecules), (a) for the van
der Waals equation of state, (b) for the Redlich–Kwong equation of state.

4. Derive all functions required for the evaluation of G(2x) for the van der Waals
equation of state [see Eq. (5.117)].
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Appendix A

Algebraic and Numeric Methods

The calculation of phase equilibria frequently involves mathematical operations like dif-
ferentiation or solving equations. These are standard operations; readers who want to
write their own programs for phase diagram calculations are advised to look up existing
subroutines or program libraries for these operations: there is no need to reinvent the
wheel. On the other hand, programmers should be aware of the principles, limitations,
and pitfalls of the algorithms they are using.

This book focuses on thermodynamics, not on numerical mathematics. Even so, the
readers might find a section on mathematical algorithms useful, which offers background
information especially related to thermodynamic problems and can help to choose the
best method for a given numerical problem.

A.1 ERRORS

A.1.1 Round-off Errors

Inside a computer, real numbers are represented with a finite number of bits. The
difference between this representation and the intended value is the round-off
error.

Round-off errors are inherent in all numerical work on digital computers;
they cannot be avoided. However, it is possible (and the programmer’s duty) to
ensure that round-off errors do not affect the final results. For this, it is necessary

l to assess their size,
l to choose algorithms that avoid the accumulation of errors,
l and to use a sufficient computational precision.

The internal representation of a real number is usually of the form m×2b,
where m (mantissa) and b (binary exponent) are integer numbers. Most modern
programming languages offer at least two different precisions for real numbers,
“single precision” and “double precision,” in accordance to standard IEEE 754:

l “Single precision” (Fortran: real, real*4; C, C++: float) refers on modern
computers to a representation of a real number by 32 bits (4 bytes), of which
24 are used for the mantissa and 8 for the exponent. This results in a range

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00010-4
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of approximately 10−38 to 10+38 and a relative precision of 10−7, which is
inadequate for most scientific purposes.

l “Double precision” (Fortran: double precision, real*8; C, C++: double)
refers to a representation by 64 bits (8 bytes), of which 53 are used for the
mantissa and 11 for the exponent. This results in a range of approximately
10−308 to 10+308 and a relative precision of 10−16.

Higher precisions have also been defined (e.g., “quad precision”, Fortran:
real*16; C, C++: long double) but are not required for most problems dis-
cussed in this book. Programmers using such precisions should make sure that
libraries of algebraic and transcendental functions with the required precision
are available on their computers.

Some programming environments offer arithmetics with arbitrary preci-
sion or interval arithmetics. Although these environments are very useful for
assessing round-off errors, they significantly reduce the computational speed.

A.1.2 Termination Errors

Most of the equations describing phase equilibria of fluid mixtures cannot be
solved analytically but solved only numerically by iterative methods. Generally
speaking, iteration methods start from an estimate of the solution, x(0), and con-
struct from it a (hopefully) better estimate x(1), which in turn is used to generate
x(2), etc. ad infinitum.

There exist iteration schemes that require more than one initial estimate, and
in the case of systems of equations with more than one unknown, the x(0) have
to be defined as vectors, but we will ignore such complications for the moment.

The x(i) generated by the iteration scheme constitute an infinite sequence
converging – if everything works as intended – to the desired solution x0= x(∞).
In practice, however, an iteration is terminated after a finite number of steps.
Consequently, the result is not the true solution but can deviate from it by the
termination error.

An important measure of the sensitivity of iteration algorithms to termina-
tion errors is the convergence order C, defined by

lim
i→∞

|x(i+1)
−x(∞)|

|x(i)−x(∞)|C
=Q, (A.1)

which compares the termination errors of two successive iteration steps; Q is a
nonzero constant:

l In case of linear convergence order, C=1, the termination error decreases by
an approximately constant factor with each step. If this factor is close to 1,
the difference between two successive steps may become small and trig-
ger the termination of the iteration, even if the termination error (difference
to the true solution) is still large.
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l In case of quadratic convergence, C=2, the number of significant digits
doubles with each iteration step. If two successive iteration results differ
relatively by 10−6, one can assume that the last value is good to 10−12 and
that it is safe to terminate the iteration.

For many iterative algorithms presented in this appendix, the convergence
order has been established by mathematical analysis. A practical way to deter-
mine C is measuring the slope of a ln |x(i+1)

−x(∞)| vs. ln |x(i)−x(∞)| graph.
This implies, of course, that x(∞) is known and the computating precision is
sufficient for the evaluation of the differences.

A.2 ROOT OF A ONE-DIMENSIONAL FUNCTION:
SUBSTITUTION METHODS

To find the zeros (“roots”) of an arbitrary nonlinear function f (x),1 i.e., to solve
the equation f (x)=0, it is sometimes useful to rewrite the search criterion as

x=g(x), (A.2)

where g(x) is the so-called iteration step function. For example, the equation
f (x)= xex

−a=0 can be rewritten as x=ae−x
=g(x). The root can then some-

times be located by calculating g(x) for an estimate of x and regarding the result
as an improved approximation for x :

x(i+1)
=g

(
x(i)
)

i=0,1,2, . . . (A.3)

This approach is known as direct substitution method. The sequence of approxi-
mations x(i) converges against the solution if |dg(x)/dx|<1. Our example
problem can be solved this way with x(0)=a if |a|≤1.

However, the evaluation of the convergence criterion may be impractical if
the step function is complicated. Furthermore, the iteration scheme Eq. (A.3)
exhibits – if it converges at all – a linear convergence order, i.e., it is susceptible
to termination errors (see A.1.2).

These disadvantages are avoided by Steffensen’s accelerated substitution
scheme [216].2 It makes use of the linear convergence order of the direct sub-
stitution method: the deviations of successive approximations from the true
solution, calculated by the direct substitution method, roughly form a geomet-
rical series, which can of course be extrapolated toward infinity. Steffensen’s

1f (x) is called object function.
2This algorithm is also known as Aitken’s method.
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method can be summarized as follows:

x(i+)=g
(

x(i)
)

x(i++)=g
(

x(i+)
)

x(i+1)
= x(i)−

(
x(i+)−x(i)

)2
x(i++)−2x(i+)+x(i)

(A.4)

The algorithm converges also for |dg(x)/dx|>1 as long as the denominator
in the extrapolation step is not zero. The convergence order is usually quadratic.

A.3 ROOT OF A ONE-DIMENSIONAL FUNCTION:
REGULA FALSI

The regula falsi, also known as secant method, is one of the oldest methods for
solving nonlinear equations with one unknown, f (x)=0. It requires two initial
estimates, x(0) and x(1), for which the values of the object function y(0)= f (x(0))
and y(1)= f (x(1)) have opposite signs, respectively. The iteration scheme can
then be summarized as follows:

x= x(1)−
x(1)−x(0)

y(1)−y(0)
y(1)

y= f (x)

(A.5)

The new estimate must then overwrite one of the old ones:{
x(0) := x(1),y(0) := y(1),x(1) := x,y(1) := y if sign(y)= sign(y(0))

x(1) := x,y(1) := y,y(0) := 1
2 y(0) if sign(y)= sign(y(1))

(A.6)

The idea of this scheme is to keep the location where the change of sign occurs
between x(0) and x(1). The reduction of the function value by 1

2 in the second
case provides a significant acceleration in cases where the object function runs
almost parallel to the abscissa.

This version of the regula falsi (sometimes denoted as Illinois regula falsi
or Pegasus regula falsi) achieves sure convergence with an almost quadratic
convergence order. As only one function value has to be computed for each
iteration step, this is effectively one of the fastest existing iteration methods.

A.4 ROOT OF A ONE-DIMENSIONAL FUNCTION:
NEWTON’S METHOD

Newton’s method is one of the most popular and efficient ways for solving non-
linear equations. It assumes that the object function f (x) can be written as a
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Taylor series in the vicinity of the solution x0:

f (x)= f (x0)︸︷︷︸
=0

+ f ′(x0)1x+
1

2
f ′′(x0)(1x)2+·· · with 1x= x−x0 (A.7)

Truncation of the series after the linear term and solving for x0 gives

x0≈ x−1x≈ x−
f (x)

f ′(x)
(A.8)

This result for x0 is then used as initial value for the next iteration step.
Newton’s method converges rapidly (quadratic convergence order!) if the ini-
tial value is close enough to the solution. Experience shows, however, that this
method is likely to fail if the object function has extrema or inflection points
between the initial value and the solution.

The correction steps 1x of Newton’s method are systematically too small.
Therefore, often a modified version is used,

x(i+1)
= x(i)−λ

f (x(i))

f ′(x(i))
, (A.9)

where λ≈1.10 is an empirical correction.
For roots of higher order, where the slope or perhaps even higher deriva-

tives of the object function vanish, the convergence order of Newton’s method is
merely linear, and usually convergence is rather slow. For an nth-order root, one
can restore the quadratic convergence order by setting λ=n. In many applica-
tions, however, the order of the root at the solution is not known in advance. To
ensure an optimal choice of λ in such cases, a second-order Newton algorithm
can be used [216]:

x(i+1)
= x(i)−

f (x(i))f ′(x(i))

f ′(x(i))2− f (x(i))f ′′(x(i))
. (A.10)

Newton’s method can be extended to systems of equations. Then the single
unknown x must be replaced by a vector Ex, and the object function becomes a
vector function Ef (Ex). The Taylor expansion Eq. (A.7) becomes

Ef (Ex)=J(Ex−Ex0)+·· · , (A.11)

where J is the Jacobian matrix of the problem with

Jik=

(
∂fi(Ex)

∂xk

)
xl 6=k

. (A.12)

The solution (or rather, the next step of the iteration) is then obtained as

Ex0=Ex−J−1Ef (Ex). (A.13)
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The computation involves the inversion of the Jacobian matrix, which can be a
costly step. For the discussion of fast matrix inversion techniques, convergence
acceleration methods, stabilization against round-off errors, and alternative
algorithms, the reader is referred to the literature (e.g., [217] and literature cited
therein).

It is often convenient to use parameter fitting methods (see A.13) instead of
Newton’s multidimensional root finder.

A.5 ROOTS OF CUBIC POLYNOMIALS

A.5.1 Cardano’s Method

In thermodynamic calculations, a frequently required operation is the computa-
tion of the molar volume or density of a fluid for given temperature and pressure.
For the so-called cubic equations of state, this problem can transformed into the
problem of finding the roots of a cubic polynomial.

The general cubic equation,

A3x3
+A2x2

+A1x+A0=0, (A.14)

can be transformed with the substitution of ai=Ai/A3 (only if A3 6=0) into

f (x)= x3
+a2x2

+a1x+a0=0. (A.15)

With the further substitution of y= x+a2/3, the quadratic term can be elimi-
nated:

y3
+py+q=0

with p=−
1

3
a2

2+a1

q=
2

27
a3

2−
1

3
a1a2+a0

(A.16)

If the so-called discriminant D is negative,

D=
p3

27
+

q2

4
≤0, (A.17)

the cubic equation has three real solutions:

xk=2
(
−

p

3

)1/2
cos

(
1

3
arccos

−q/2√
−p3/27

+
2πk

3

)
−

a2

3

with k=0,1,2

(A.18)

Of the three real solutions, two can coincide if D=0. If p=q=0, there is one
triply degenerate solution.
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If the discriminant is positive, only one real solution is possible:

x= 3

√
−

q

2
+
√

D+ 3

√
−

q

2
−
√

D−
a2

3
(A.19)

This formula in known as Cardano’s equation.
It must be noted that in both cases – positive or negative discriminant – the

algebraic solution of a cubic equation is rather complicated and requires the
evaluation of several algebraic or transcendental functions. The computation is
likely to suffer from round-off errors. Therefore, it is advisable to follow the
evaluation of Eq. (A.18) or (A.19) with one step of an iteration, for instance
with Newton’s method. If x is a result of Eq. (A.18) or (A.19), then the following
expression,

x̄= x−
f (x)
df (x)

dx

= x−
x3
+a2x2

+a1x+a0

3x2+2a2x+a1
, (A.20)

is a more accurate and reliable solution of the cubic equation than Eqs (A.18)–
(A.19).

A.5.2 Fast Numeric Method

A faster way of determining the real roots of a cubic equation starts from the
normalized form of the cubic equation, Eq. (A.15) [94, 218]. It should be noted
that, by proper scaling or choosing a proper system of units, the values of the
polynomial coefficients can be made to be less than 1, |ai|≤1. It can then be
shown that the interval −r≤ xk≤+r with r=1+max(|ai|) must contain all
real roots.

The first real root can then be located by an iteration using Halley’s method,

x(i+1)
= x(i)−

f (x(i))f ′(x(i))

f ′(x(i))2− 1
2 f (x(i))f ′′(x(i))

, (A.21)

starting from an initial value

x(0)=

{
−r if f (xinfl)>0

+r if f (xinfl)≤0
, (A.22)

where xinfl=−a2/3 is the location of the inflection point. This choice of the
initial value ensures that no extremum lies between the initial value and the
nearest root.
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Once the first root, x1, is known, it is possible to deflate f (x) (i.e., divide by
a linear factor), thus generating a quadratic polynomial:

g(x)= x2
+b1x+b0

with b1= x1+a2

b0=b1x1+a1

(A.23)

Its roots can then be determined in the usual way.

A.6 THE ROOTS OF QUARTIC POLYNOMIALS

For the fourth order polynomial equations, there exists an analytic solution. As
with cubic equations, the general quartic equation,

A4x4
+A3x3

+A2x2
+A1x+A0=0, (A.24)

has to be written as

f (x)= x4
+a3x3

+a2x2
+a1x+a0=0 with ai=

Ai

A4
. (A.25)

We now define an auxiliary cubic equation, the cubic resolvent:

g(x)= x3
+b2x2

+b1x+b0=0

with b2=a2

b1=a1a3−4a0

b0=a2
1+a0(a

2
3−4a2)

(A.26)

This equation can be solved with the methods introduced in the previous
sections. Let z denote its largest root and t the expression

t=

√
z2

4
−a0, (A.27)

which is always real. Then z and t can be used to set up a pair of quadratic
equations:

h(x)= x2
+c1x+c0

with c0=−
z

2
± t

c1=

±
1
2t (c0a3−a1) if t>0

a3
2 ±

√
1
4 a2

3−z−a2 if t=0

(A.28)
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Each of these equations has a pair of roots,

x±=−
c1

2
±

√
c2

1

4
−c0,

(A.29)

if its discriminant c2
1/4−c0 is not negative. Therefore, a quartic polynomial can

have 4, 2, or no real roots.
Note: This algorithm can be very sensitive to round-off errors. It is advisable

to have polynomial coefficients of comparable orders of magnitude. This can be
achieved by proper scaling, i.e., by replacing Eq. (A.25) by

y4
+b3y3

+b2y2
+b1y+b0

with y= sx,bi=ais
4−i,

(A.30)

where s is a scaling factor approximately given by s≈max(|ai|
1/i). Usually, the

rather time consuming computations of the fractional powers can be avoided by
working with the exponents of the binary representations of the coefficients.3

As with cubic polynomials, it is advisable to follow-up the analytical
solution procedure with a single Newton iteration step to reduce round-off
errors.

A.7 THE ROOTS OF QUINTIC POLYNOMIALS

Except for some special cases, no analytic solution exists for fifth-order
polynomial equations. But even so, an efficient solving strategy can be devised.

The polynomial has to be normalized, i.e., converted from its general form,

4∑
i=0

Aix
i
=0, (A.31)

into

f (x)= x5
+a4x4

+a3x3
+a2x2

+a1x+a0=0 with ai=
Ai

A5
. (A.32)

It can be then shown that the interval −r≤ xk≤+r with r=1+max(|ai|)

must contain all real roots. Furthermore, as we are dealing with a polynomial
of odd order, there must be at least one real root. Consequently, a regula falsi
search (see Section A.3) between −r and +r must find a first root, x1.

3C, C++: use frexp() to extract the exponent part of a double-precision number, and ldexp()
to multiply with powers of 2.
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With this root, the quintic polynomial can be “deflated,” i.e., divided by
(x−x1). The result is a quartic polynomial equation,

g(x)=b4x4
+b3x3

+b2x2
+b1x+b0

with b4=1 and bi=ai+1+x1bi+1, i=3, . . .0
(A.33)

This can then be solved as described in the previous section.

A.8 NUMERICAL DIFFERENTIATION

The numerical differentiation of functions, i.e., the estimation of derivatives
from finite differences of function values, is often considered as a crude,
“quick and dirty” approach, whereas the symbolic differentiation (“calculus”)
is considered as the proper way.

In numerical computations involving floating-point arithmetics, however, all
calculations are imprecise, and the choice is not between an exact calculation
and an approximation but rather between computing efficiently and inefficiently
or between choosing numerically stable and unstable methods.

With regard to differentiation, one should realise that, with the exception of
polynomials, derivatives tend to be more complicated and longer than the orig-
inal functions. It is then necessary to weigh the known uncertainty of numerical
differentiation against the often hard to assess cumulative round-off error of the
“exact” calculation.

A.8.1 Symmetric Differentiation Methods

Numerical differentiation methods are usually based on the Taylor expansion of
a function. Thus, the function value at x+h is

f (x+h)= f (x)+ f ′(x)h+
1

2
f ′′(x)h2

+
1

6
f ′′′(x)h3

+·· ·

=

∞∑
i=0

1

i!
f (i)(x)hi

(A.34)

Likewise, the function value at x−h can be written as

f (x−h)= f (x)− f ′(x)h+
1

2
f ′′(x)h2

−
1

6
f ′′′(x)h3

+·· · . (A.35)

On subtracting these two equations from each other, the even-order terms
cancel:

f (x+h)− f (x−h)=2f ′(x)h+
1

3
f ′′′(x)h3

+·· · (A.36)

Rearrangement then gives the first-order derivative:

f ′(x)=
1

2h
(f (x+h)− f (x−h))+O(h2) (A.37)
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The error caused by the truncation of the Taylor series decreases with the
square of the differentiation increment. There is no point in making h too small,
because otherwise too much precision is lost in the difference in the numerator.
If the overall relative precision is 10−10, which is a reasonable assumption in
double-precision arithmetics, a choice of h≈10−5x0 usually gives a sufficiently
good estimate of the derivative.

On no account the approximation

f ′(x)=
1

h
(f (x+h)− f (x))+O(h) (A.38)

should be used. This equation seems to be suggested by the mathematical def-
inition of the first-order derivative, but its truncation error is O(h) instead of
O(h2).

Adding instead of subtracting the two Taylor series makes the odd-order
terms cancel and leads to a simple estimation formula for second-order deriva-
tives:

f ′′(x)=
1

h2
(f (x+h)−2f (x)+ f (x−h))+O(h) (A.39)

By combining the Taylor expansions at the nodes x±h, x±λh, x±λ2h,
. . ., x±λkh (λ being a constant expansion factor usually chosen between 1.4
and 2), it is possible to generate approximation formulas for derivatives of all
orders with any desired order of the truncation error. Rombergs’s differentia-
tion scheme uses the following basic differentiation formulas for differentiation
orders 1–4 [216],

f (1)k (x)=
1

2λkh
( f (x+λkh)− f (x−λkh))

f (2)k (x)=
1

(2λkh)2
( f (x+2λkh)−2f (x)+ f (x−2λkh))

f (3)k (x)=
1

(2λkh)3
( f (x+3λkh)−3f (x+λkh)+3f (x−λkh)

− f (x−3λkh))

f (4)k (x)=
1

(2λkh)4
( f (x+4λkh)−4f (x+2λkh)+6f (x)

−4f (x−2λkh)+ f (x−4λkh)),

(A.40)

and combines them as follows:

L00= f (n)0 (x)

L10= f (n)1 (x) L11=
L00−L10λ

−2

1−λ−2

L20= f (n)2 (x) L21=
L10−L20λ

−2

1−λ−2 L22=
L11−L21λ

−4

1−λ−4

...
...

...

(A.41)
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The Lkk rapidly converge against the desired derivative; with each row of the
scheme, the order of the truncation error increases by 2. In most cases, the L11 or
L22 approximations are already sufficient. To minimize round-off errors, a larger
value for the increment h should be chosen, e.g., h≈10−3x for double-precision
arithmetics.

Ridder’s method is similar to Romberg’s method but includes a self-
checking feature that terminates the calculation when no further reduction of
the numerical uncertainty is possible [219].

A.8.2 Asymmetric Differentiation Methods

The differentiation methods explained above invoke the function symmetrically
at x±h. This can be a problem if the function argument has got a restricted
range; e.g., a numerical differentiation with respect to a mole fraction with a
differentiation increment h=10−3 at x= 0.9995 would require a function eval-
uation at a mole fraction of 1.0005; this might lead to unpredictable results
or even a program crash. If the function argument is close to the boundary
of the permissible range, xb, it is better to construct an interpolation polyno-
mial through f (xb) and a few more function values and then to differentiate that
analytically. According to Lagrange, such an interpolation polynomial of order
n through n+1 function values yk= f (xk),k=0, . . .n can be constructed as

n∑
0

aix
i
=

n∑
k=0

Lk(x)yk

with Lk(x)=

∏n
j6=k(x−xi)∏n

j6=k(xk−xi)
.

(A.42)

The coefficients ai of the interpolation polynomial can be obtained as

ai=

n∑
k=0

ykqi,k

pk
, i=0, . . .n

with pk=

n∏
j6=k

(xk−xj);

(A.43)

the qi,k are sums of all xj6=k and all their possible doublet, triplet, etc., products:

q0,k= (−1)nx0x1 . . .xn=
∏
j6=k

(−xj)
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q1,k= (−1)n−1(x1x2 . . .xn+x0x2 . . .xn+·· ·+x0x1 . . .xn−1)

=

∑
l 6=k

∏
j6=k,l

(−xj)

q2,k= (−1)n−2x2x3 . . .xn+x0x3 . . .xn+·· ·+x0x1 . . .xn−2

=

∑
l 6=k

∑
m<l

∏
j6=k,l,m

(−xj) (A.44)

...

qn−1,k= (−1)1(x0+x1+x2+·· ·+xn)=
∑
l 6=k

(−xj)

qn,k= (−1)0=1

This looks complicated at a first glance, but the sums and products can be
programmed very efficiently (see Algorithm 11). Moreover, the pk and qi,k do
not depend on the function values but on the xk only. For a given differentia-
tion problem, e.g., of molar densities ρi near to 0, the pk and qi,k need to be
determined only once and can be reused.

An example is the calculation of a first-order derivative of a function with
respect to a mole fraction near x=0. For this, we choose a second-order
polynomial and use equidistant xk, i.e., x0=0, x1=h, and x2=2h. Then the

Algorithm 11: Lagrange Interpolation Polynomial.

Data: n data pairs (xi,yi), i=0 . . .n−1
Result: coefficients of interpolation polynomial, ai, i=0 . . .n−1

forall ai do ai :=0;
for k :=0 . . .n−1 do

q0,k :=1, all other qi,k :=0;
pk :=1;
for j := s :=0 . . .n−1 do

if j 6= k then
s := s+1;
for i := s . . .1 do qi,k :=−qi,kxj+qi−1,k;
q0,k :=−q0,kxj;
pk :=pk(xk−xj);

end
end
forall ai do ai :=ai+ykqi,k/pk

end
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interpolation coefficients are

Ep=
(

2h2
−h2 2h2

)
q=

 2h2 0 0
−3h −2h −h

1 1 1

 , (A.45)

and so the coefficients of the interpolation polynomial are

a0= y0

a1=h−1
(
−

3

2
y0+2y1−

1

2
y2

)
a2=h−2

(
1

2
y0−y1+

1

2
y2

)
.

(A.46)

The desired derivative is then obtained as a1+2a2x. Its truncation error is of the
order O(h2), which is the same as that of the “symmetric” formula Eq. (A.37).
But the “asymmetric” formula requires the evaluation of three function values
instead of merely two and is therefore less efficient.

Finally, a word of caution is in order: numerical differentiation should only
be used where the derivatives are known to exist! This may seem a trivial advice,
but a dangerous pitfall exists in connection with thermodynamic functions that
contain logarithms of mole fractions, such as the Gibbs energy of a mixture:

Gm=
∑(

xiGm,i( p,T)+RTxi lnxi
)
+GE( p,T,Ex) (A.47)

The slope, curvature, and all higher derivatives of lnxi diverge for xi→0.
Applying numerical differentiation to Gm at high dilution of a component is
bound to be unreliable. In such a case, it is advisable to differentiate the loga-
rithmic terms analytically and to apply numerical differentiation to the excess
part only, which is usually well behaved.

A.9 NUMERICAL INTEGRATION

Some equations of state have a functional form that makes analytic integration
(to obtain the Helmholtz energy) difficult or impossible. Equations of state for
mixtures containing density-dependent mixing rules or contributions of chemi-
cal equilibria often belong to this class. In such cases, numerical integration can
be used.

An overview of all existing methods would fill a book. The interested reader
is referred to textbooks of numerical mathematics. For convenience, however,
we will mention a few methods that have proven useful in connection with
thermodynamic calculations.

A measure of the quality of a numerical integration methods often used in
mathematical textbooks is its polynomial order: an integration method of order
n will give an exact result for polynomials of nth order. Analytical functions that
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are not polynomials still can be approximated by them to any desired degree of
accuracy, for instance in the form of Taylor series. Therefore, a higher poly-
nomial order of an integration method means an exact representation of more
terms of the series, and this usually leads to a better accuracy of the integration.

For the practical selection of integration methods, however, the polynomial
order is of secondary importance only. The most important question is how the
integrand is supplied. Here is a short (and very incomplete!) list of integration
methods:

1. The integrand is supplied as a table
i. With equidistant nodes (abscissa values):

Consider Simpson’s/Newton’s rule.
ii. With irregularly spaced nodes:

Construct a cubic spline function through the data points and integrate
analytically. If the data contain noise, use a smoothing spline function
[220].

2. The integrand is supplied as a function, i.e., can be evaluated for any desired
abscissa value.

i. The polynomial order required to achieve the desired accuracy is
already known; speed is essential:
Use Gauss’ integration scheme of the appropriate order.

ii. Same as before, but the integrand can be evaluated with a limited
accuracy only:
Use Chebyshev’s integration scheme or divide the integration range into
a number of panels and apply a lower-order Gauss method to each of
them.

iii. The required polynomial order is not known in advance:
Use Romberg’s method.

A.9.1 Simpson’s/Newton’s Method

This is a simple, yet powerful method of third order, i.e., it will integrate cubic
polynomials exactly. The underlying principle is the construction of quadratic
interpolation polynomials.

If the integrand is supplied as a table of (xi,yi) pairs (yi= f (xi)) with
equidistant xi, i=0, . . .N, Simpson’s rule for the integral is

xN∫
x0

f (x)dx≈ ISimpson(0,N)

=

y0+4
N−1∑

i=1,3,...

yi+2
N−2∑

i=2,4,...

yi+yN

 h

3
,

(A.48)

where h= xi+1−xi is the spacing of the abscissa values.
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Note that this scheme only works if N is an even number, i.e., if there is an
odd number of data points! Otherwise (N odd, even number of data points),
Simpson’s rule should only be used for the data points 0, . . .N−3, and the
remaining part be treated with “Newton’s 3

8 rule”:

xN∫
x0

f (x)dx≈ ISimpson(0,N−3)+(yN−3+3yN−2+3yN−1+yN)
3h

8
(A.49)

Simpson’s and Newton’s 3
8 rules are the first elements of a series of

integration methods known as Newton–Cotes formulas.
For the sake of completeness, we also mention the trapezoidal formula,

xN∫
x0

f (x)dx≈

(
y0+2

N−1∑
i=1

yi+yN

)
h

2
. (A.50)

It should never be used, for it is merely of first order; Eq. (A.49) gives a far
more accurate result with the same amount of data.

A.9.2 Gauss’ and Chebyshev’s Methods

For a given number of data points, Gauss’ integration method gives the high-
est possible polynomial order, namely 2N+1 for an Nth-order Gauss formula
(which needs N+1 function values). The method divides the integration range
into two strips of width h= (b−a)/2 and calculates a weighted average of the
function values at selected locations:

b∫
a

f (x)dx≈h
N∑

i=−N,−N+2,...

wN,i f

(
a+b

2
+hdN,i

)
(A.51)

The wN,i and dN,i are fixed weight factors and relative abscissa values, respec-
tively. Some coefficient sets are given in Table A.1. Incidentally, the dN,i are the
roots of the Nth-order Legendre polynomial.

It should be noted that, with increasing N, the weight factors for each Gauss
coefficient set differ more and more. This can cause problems if the function
values can be calculated with a limited precision only.

For the integration of “noisy” functions, Chebyshev’s method should be pre-
ferred. It is also described by Eq. (A.51), but now the wN,i are all 1, and the dN,i

are roots of Chebyshev polynomials instead of Legendre polynomials.

A.9.3 Romberg’s Method

Like Romberg’s differentiation method, his integration algorithm achieves a
cancellation of higher-order residuals by means of a clever superposition of
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�

�

�

�

TABLE A.1 Relative Abscissae dN,i and Weight Factors wN,i
for Gauss’ Numerical Integration Formulas of Nth order

N i dN,i wN,i

0 0 0.000000000000000 2.000000000000000

1 1 0.577350269189626 1.000000000000000

2 0 0.000000000000000 0.888888888888889

2 0.774596669241483 0.555555555555556

3 1 0.339981043584856 0.652145154862546

3 0.861136311594053 0.347854845137454

4 0 0.000000000000000 0.568888888888889

2 0.538469310105683 0.478628670499366

4 0.906179845938664 0.236926885056189

5 1 0.238619186083197 0.467913934572691

3 0.661209386466265 0.360761573048139

5 0.932469514203152 0.171324492379170

6 0 0.000000000000000 0.417959183673469

2 0.405845151377397 0.381830050505119

4 0.741531185599394 0.279705391489277

6 0.949107912342759 0.129484966168870

7 1 0.183434642495650 0.362683783378362

3 0.525532409916329 0.313706645877887

5 0.796666477413627 0.222381034453374

7 0.960289856497536 0.101228536290376

8 0 0.000000000000000 0.330239355001261

2 0.324253423403809 0.312347077040002

4 0.613371432700590 0.260610696402936

6 0.836031107326636 0.180648160694857

8 0.968160239507626 0.081274388361574

9 1 0.148874338981631 0.295524224714753

3 0.433395394129247 0.269266719309996

5 0.679409568299024 0.219086362515982

7 0.865063366688985 0.149451349150581

9 0.973906528517172 0.066671344308688

Note that dN,−i=−dN,i and wN,−i=wN,i.
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simpler approximations. We assume that the integrand can be represented by
a Taylor series:

f (x)= f (a)+ f ′(a)(x−a)+
1

2
f ′′(a)(x−a)2+·· · (A.52)

Then integration by means of the trapezoidal rule Eq. (A.50), using only one
panel of the width h=b−a, treats the constant and linear terms accurately but
not the higher-order terms:

b∫
a

f (x)dx= I0,0+
1

6
f ′′(a)h3

+O(h4)

with I0,0=
h

2
( f (a)+ f (a+h))

(A.53)

Integration with the trapezoidal rule using two panels of the width h/2 gives

b∫
a

f (x)dx= I1,0+2×
1

6
f ′′(a)

h3

8
+O(h4)

with I1,0=
h

4

(
f (a)+2f

(
a+

h

2

)
+ f (a+h)

)
.

(A.54)

Evidently, by adding Eqs (A.53) and (A.54) with the weights −1 and 4,
respectively, the cubic ( f ′′) term can be eliminated:

b∫
a

f (x)dx= I1,1+O(h4)

with I1,1=
1

3
(4I1,0− I0,0)

(A.55)

In an analogous way, one can make the O(h4) term disappear by including
the result of a trapezoidal integration with panel width h/4. This is the idea
behind Romberg’s algorithm, which can be summarized as follows:

Let Ik,0 denote the result of an integration with the trapezoidal rule, using 2k

panels,

Ik,0=
h

2k

f (a)+2
2k
−1∑

i=1

f

(
a+ i

h

2k

)
+ f (b)

, (A.56)

i.e., the Ik,0 are a series of approximations where each one uses twice as
many function values as the previous one. Then, for each k>0, construct the
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interpolations

Ik,i=
22iIk,i−1− Ik−1,i−1

22i−1
, i=1, . . .k. (A.57)

The Ik,k converge quadratically against the value of the integral. As soon as two
successive Ik,k differ by less than the desired threshold, the calculation can be
safely terminated.

Romberg’s method can give wrong results if the function “slips through the
tabulation grid.” For instance, if a function is integrated over the interval [0,1],
but has nonzero values between 0.59 and 0.60 only, the algorithm would find
L0,0=L1,1=L2,2=0 and then terminate prematurely. Evidently, the algorithm
is not a substitute for the programmer’s insight.

A.9.4 Improper Integrals

Improper integrals are integrals where either the integrand becomes infinite in
some location or where the integration limits are infinite. We will address the
latter case here, because several integrals in this book are of this kind, e.g.,
the statistical thermodynamics expressions for the equation of state or the virial
coefficient, Eqs (7.21) and (7.23).

In principle, such integrals can be broken up into a series of definite integrals,
e.g.,

∞∫
0

f (x)dx=

a∫
0

f (x)dx+

2a∫
a

f (x)dx+

3a∫
2a

f (x)dx+·· · . (A.58)

These can then be evaluated with one of the methods described before; the
computation is terminated when the contribution of these “chunks” becomes
negligible.

Unless the structure of the integrand function suggests this approach, it must
be considered inefficient and unreliable. For even if the chunks beyond a certain
distance have negligible values, there are many of them (infinity is far away
by definition!), and their total sum may be significant. Therefore, this approach
should be used only if its convergence order has been established.

It is usually better to evaluate improper integrals by means of an appropriate
coordinate transformation, e.g.,

∞∫
0

f (x)dx=
∫ a

0
f (x)dx+

∫
∞

a
f (x)dx=

a∫
0

f (x)dx+

a−1∫
0

s−2f (s−1)ds (A.59)

with s=
1

x
, where a is a conveniently chosen abscissa value.
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All numerical integration methods discussed in this section assume that the inte-
grand function is continuous. Integration of discontinuous functions, e.g., the
heat capacity Cp(T) over a temperature interval in which the system has a phase
transition, can lead to unpredictable results.

A.10 ORDINARY DIFFERENTIAL EQUATIONS: RUNGE–
KUTTA METHOD

As the conditions of phase equilibrium and criticality can be written as differ-
ential equations, we want to mention at least one algorithm that can be used to
solve such equations. The reader should be advised, however, that there exists
an impressive number of of variants of the algorithm presented here, as well as
other methods.

For the Runge–Kutta algorithm, it is assumed that the differential equation
can be written as

dy(x)

dx
= f (x,y), (A.60)

i.e., that the slope of the unknown function y(x) can be calculated from the
function argument and value.

Starting at some initial state (x0,y0), the method constructs several interme-
diate approximations for the change of y(x):

v0= f (x0,y0)h

v1= f

(
x0+

h

2
,y0+

v0

2

)
h

v2= f

(
x0+

h

2
,y0+

v1

2

)
h

v3= f (x0+h,y0+v2)h

(A.61)

Here, h denotes the increment of the argument x. In the beginning, it can be set
to h= xfinal−x0, i.e., to the size of the x range for which y(x) to be computed.
With the intermediate approximations, the Lifshitz criterion is evaluated:

L=2

∣∣∣∣v1−v2

v0−v1

∣∣∣∣ (A.62)

If L>0.2, the increment was too large. It must be divided by 2, and then
the calculation of the vi and the evaluation of L are repeated, until the condition
is met. Likewise, if L<0.005, h must be increased until L becomes acceptable
(but not beyond h= xfinal−x0!). If L is in the permissible range, the step is
accepted, and

x1= x0+h

y1=
1

6
(v0+2v1+2v2+v3)

(A.63)
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is the next point on the curve y(x). The procedure is repeated from here until
xfinal has been reached.

A.11 LINEAR ALGEBRA

Let a system of linear equations be defined by

a11x1+a12x2+·· ·a1NxN =b1

a21x1+a22x2+·· ·a2NxN =b2

...

an1x1+an2x2+·· ·a1NxN =bN

(A.64)

With the definition of the vectors

Ex=


x1

x2
...

xN

 and Eb=


b1

b2
...

bN

 (A.65)

and the system matrix

A=


a11 a12 . . . a1N

a21 a22 . . . a2N
...

...
. . .

...

aN1 aN2 . . . aNN

 , (A.66)

the system of equations can be expressed in a compact way as

AEx=Eb. (A.67)

This equation can be formally solved by multiplying it from the left side
with the inverse of A

Ex=A−1Eb, (A.68)

provided that A it not singular, i.e., that its determinant does not vanish,

detA 6=0. (A.69)

Except for special cases, however, solving systems of linear equation by
matrix inversion cannot be recommended, because other methods, e.g., Gauss
elimination or Cholesky decomposition, are much faster. The CPU time of all
these direct methods of solving linear equations scales approximately with N3;
for large numbers of unknowns, iterative schemes like the Gauss–Seidel method
are to be preferred, which scales with N2 only.
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A special case where matrix inversion is easy is unitary matrices: here, the
transposed matrix is the inverse, AT

= A−1. Examples are rotation matrices.
An equation of the form

AEx=λEx, (A.70)

where λ is a scalar, is called an eigenvalue equation. If Ex is interpreted as a vector
in N-dimensional space and A as a geometrical transformation matrix, the eigen-
value equation describes the problem of finding a vector that is not affected by
the transformation except for a change of size. Such a vector is called an eigen-
vector of the matrix, and the size scaling factor λ is the associated eigenvalue.
For example, if A represents a reflection in a plane, then the eigenvectors are
vectors that are either parallel or perpendicular to the mirror axis. The former
have the eigenvalue 1 (no change in size) and the latter have the eigenvalue −1
(change of direction).

The eigenvalue problem can also be stated as

BEx= (A−λI)Ex=0, (A.71)

where I denotes the unity matrix. This equation evidently has a trivial solution,
Ex=0. But if det B=0, nontrivial solutions Ex 6=0 are possible.

These nontrivial solutions can, in principle, be found by evaluating the deter-
minant; this leads to a polynomial equation of Nth order in λ, the so-called
secular equation. There are some interesting facts to observe:

l In principle, the polynomial has N roots. Hence, there are N eigenvalues λi,
and each one is associated with an eigenvector Exi.

l The lengths of the eigenvectors are not fixed: the product of an eigenvector
and an arbitrary scalar is also a solution of the eigenvalue equation.

l If the matrix A is symmetric, all eigenvalues λ are real; otherwise, complex
eigenvalues can occur.

l An “unitary transformation,” i.e., a transformation with an unitary matrix U
of the form C=UTAU does not change the eigenvalues. This can easily be
shown by substituting C into Eq. (A.71):

(C−λI)Ex= (UTAU−λUTU)Ex=UT(A−λI)UEx=0. (A.72)

Evidently, an eigenvector/eigenvalue combination that fulfills (A−λI)Ex=0
must also fulfill (C−λI)Ex=0.

This invariance of the eigenvalues under unitary transformations can be used
to determine them, as will be shown in the next section.

A particularly interesting subclass of the symmetric matrices is the positive
definite matrices. For these, the “quadratic form” EvTAEv is positive for arbitrary
nonzero vectors Ev.
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Let A be a positive definite matrix, and U a unitary matrix that diagonalizes
it:

UTAU=diag(λ1,λ2, . . . ,λN) (A.73)

Now a matrix multiplication as the one shown above involves the multiplication
of a column vector of U with matrix A and then a multiplication of the result
with a row vector of UT:

cij=Eu
T
j AEui=

{
λi if i= j

0 if i 6= j
(A.74)

The matrix-vector product in this equation represents a quadratic form, which
has to be positive. Therefore, we conclude that a positive definite matrix has
only positive eigenvalues.

In the context of the calculation of critical states of mixtures, we observe
that the term second-order fluctuation in the expansion of the Helmholtz energy,
Eq. (5.124), represents a quadratic form:

N∑
i=1

N∑
j=1

(
∂2A

∂ni∂nj

)
1ni1nj=1En

TQ ·1En. (A.75)

If Q is positive definite, this product is positive for arbitrary fluctuations1En, and
the system is stable (each possible fluctuation increases the Helmholtz energy).
All eigenvalues are positive.

If the system moves toward a critical point, one of the eigenvalues decreases.
It becomes zero at the critical point, and then its eigenvalue equation becomes

Q1En=0, (A.76)

which is one of the central equations of the Heidemann–Khalil algorithm for the
calculation of critical points.

A.12 EIGENVALUES OF A SYMMETRIC MATRIX

As explained in the previous section, the eigenvalues of a symmetric matrix
having only real elements must all be real. Fortunately, the matrices encountered
in phase equilibrium calculations are of this kind.

As eigenvalue problems play a central role in engineering as well as quantum
mechanics, many methods for solving them have been developed in the past.
Some of these methods find all eigenvalues and the associated eigenvectors,
and others find only the eigenvalue with largest (or smallest) absolute value. As
a thermodynamic stability analysis at least requires the lowermost eigenvalue,
regardless of its absolute size, the latter methods are not useful in this context.
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As mentioned above, a possible way to find the eigenvalues of a symmet-
ric matrix is constructing and then solving the secular equation. This means the
expansion of the determinant of the matrix B in Eq. (A.71) and then the calcu-
lation of the roots of the resulting polynomial with an appropriate root finder.
This is a very fast approach for small matrices but becomes inefficient when the
root finder requires iterations.

A generally viable alternative is the rotation method of Jacobi. Here, the
original matrix is multiplied with a series of rotation matrices, the prescription
for the mth multiplication being

A(m+1)
=RT

mA(m)Rm

with Rm=



1 . . . 0 . . . 0 . . . 0
...
. . .

...
...

...

0 . . . cos(φ) . . . sin(φ) . . . 0
...

...
. . .

...
...

0 . . . −sin(φ) . . . cos(φ) . . . 0
...

...
...

...

0 . . . 0 . . . 0
. . . 1


(A.77)

The (double) matrix multiplication is a unitary transformation. Therefore, it
does not change the eigenvalues, as shown in the previous section. If the angle-
dependent terms in the rotation matrix are in the rows and columns k and l, the
transformation affects the matrix elements akk, akl, alk, and all in the following
way:

a(m+1)
kk =a(m)kk cos2φ−2a(m)kl cosφ sinφ+a(m)ll sin2φ

a(m+1)
kl =a(m+1)

lk =

(
a(m)kk −a(m)ll

)
cosφ sinφ+a(m)kl

(
cos2φ−sin2φ

)
=

(
a(m)kk −a(m)ll

) 1

2
sin2φ+a(m)kl cos2φ

a(m+1)
ll =a(m)kk sin2φ+2a(m)kl cosφ sinφ+a(m)ll cos2φ

(A.78)

With the choice

cosφ=
1√

1+ tan2φ
sinφ= tanφ cosφ

tanφ=


1

ω+
√

1+ω2
ω>0

1 ω=0
1

ω−
√

1+ω2
ω<0

ω=
a(m)ll −a(m)kk

2a(m)kl

,

(A.79)

the matrix elements akl and alk become zero.
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Of course, the transformation also affects the other matrix elements in the
rows and columns k and l.

Such rotations must then be applied to all off-diagonal elements of the
matrix. After several “sweeps,” the off-diagonal elements approach zero, and
the diagonal elements converge against the eigenvalues. This is why the
calculation of eigenvalues of a matrix is often called “matrix diagonalization.”

Applying the same sequence of Jacobi rotations to an identity matrix
produces a matrix composed of the eigenvectors.

A.13 PARAMETER FITTING AND SYSTEMS OF NONLINEAR
EQUATIONS

The problem of “parameter fitting” can be stated as follows: there is a set of
experimental data (ti,Yi), which is supposed to be described by a model function
f (t;Ex); the function has the argument t and a set of parameters Ex. The goal is
now to determine Ex in such a way that the deviations of the function from the
experimental data yi (the so-called residuals) become minimal:

yi= f (ti;Ex)−Yi with i=1, . . .n (A.80)

This consideration can easily be extended to functions with more than one
argument, but this is not relevant for the discussion of the optimization methods.

The parameter fitting problem can be solved only if the number of experi-
mental data, n, is at least as large as the number of the adjustable parameters, m.

We will now turn the goal of having “minimal deviations” into a quantitative
criterion by postulating

n∑
i=1

y2
i

!
=min. (A.81)

This is by no means the only way of setting up such a criterion, but the most
common. Moreover, many other ways can be related to this one. By using vector
notation, the criterion can be written as

Ey2
=EyT
·Ey

!
=min. (A.82)

To find this minimum, we calculate the gradient with respect to the adjustable
parameters:

∇(EyT
·Ey)=0 (A.83)

This can be rearranged to give

(∇EyT)Ey=0. (A.84)
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Now the first term represents the Jacobian matrix of the problem, a matrix
containing derivatives of all yi with respect to all xk:

J=∇EyT
=


∂y1
∂x1

∂y2
∂x1

. . .
∂yn
∂x1

∂y1
∂x2

∂y2
∂x2

. . .
∂yn
∂x2

...
...
. . .

...
∂y1
∂xm

∂y2
∂xm

. . .
∂yn
∂xm

 (A.85)

Therefore, the minimization criterion can be written as

J Ey=0. (A.86)

We now assume that the yi can be expanded into Taylor series at the location
of the minimum:

yi= yi0+

(
∂yi

∂x1

)
1x1+

(
∂yi

∂x2

)
1x2+ . . .

(
∂yi

∂xm

)
1xm

+O((1xk)
2), i=1, . . .n

(A.87)

yi0 is the value of yi at the minimum. This Taylor series is truncated after the
linear term. In vector notation, it can be written as

Ey=Ey0+JT1Ex. (A.88)

This equation contains the transposed Jacobian matrix of the problem, i.e.,
matrix J with rows and columns exchanged.

Multiplying this equation from the left side with J gives

J Ey=JEy0+JJT1Ex. (A.89)

JEy0 is zero, because this is the minimization criterion. B=JJT is a quadratic
m×m matrix. Therefore, the equation can be written as

J Ey=B1Ex. (A.90)

From this, the correction vector can be obtained,

1Ex=B−1(J Ey), (A.91)

and then Ex−1Ex is a parameter vector that is (perhaps) nearer to the minimum.
This is the Gauss–Newton method for parameter optimization. It locates

the minimum in one step if the model function is a linear combination of some
basis functions, f (t;Ex)=

∑
i xigi(t); otherwise iteration is necessary. The Gauss–

Newton method converges with quadratic convergence order – if it converges
at all. If the model function does not locally behave like a linear combination,
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it diverges rapidly. In practical applications, the radius of convergence is often
found to be rather small.

The Gauss–Newton method requires the solution of a linear system of equa-
tions. There are other ways of doing this than matrix inversion, but in this case,
the matrix changes slowly and can often be kept for several iteration steps. Even
so, matrix inversion becomes inefficient above m≈20. The Jacobian matrix can
be obtained by numerical differentiation; Eq. (A.37) is sufficient. Small errors
of the Jacobian matrix can be tolerated, because they are corrected at the next
iteration step.

An alternative to the Gauss-Newton method is the gradient method, also
called “method of steepest descent.” It starts from the same initial equation as
the Gauss–Newton method, Eq. (A.82), but takes a different point of view: Ey2 is
a function of Ex and can be represented graphically as a curved hypersurface
(“landscape”) in an (m+1)-dimensional space. The optimization problem is
then equivalent to locating the deepest valley in the landscape. The gradient
method amounts to choosing a trial solution and then to move “downhill.” The
mathematical formulation is

1Ex=−λ−1
∇(EyT
Ey)=−λ−1J Ey. (A.92)

λ is a positive factor that sets the step size. There are several strategies for
choosing λ (see for instance [216]). The important aspects here are that a prop-
erly controlled gradient method surely converges to a minimum, if one exists
(Whether it is the deepest one or only a local minimum is another question.),
but that the convergence is slow (first-order only). Premature termination of the
iteration is a common source of error with this method. It is not necessary to
solve any linear equations within the gradient method.

The Marquardt–Levenberg method tries to combine the advantages of the
Gauss–Newton and the gradient methods [217, 221]. Both methods derive
their correction steps from the gradient of Ey2; the Marquardt–Levenberg method
superimposes their results:

J Ey=B1Ex−λ1Ex= (B−λI)1Ex (A.93)

Here, I denotes the unity matrix. The correction step is then obtained as

1Ex= (B−λI)−1
·(J Ey). (A.94)

λ is now a control parameter: λ=0 gives the correction step of the Gauss–
Newton method, whereas a large value makes the Marquardt–Levenberg
method behave like the gradient method. The iteration is usually started with a
large λ≈1. If an iteration step achieves a decrease of Ey2, λ is decreased by a fac-
tor of 2–10; if a step makes Ey2 increase or causes an error of the object function,
it is canceled and then repeated with a larger λ. Thus, the Marquardt–Levenberg
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method has a large radius of convergence like the gradient method but converges
rapidly when it comes into the vicinity of the solution.

It is good technique to set λ=0 when it falls below a certain threshold, e.g.,
10−4, and to start at this threshold when it has to be increased. If λ gets large,
one can switch over to a pure gradient method and thus save the CPU time
required for the matrix inversion.

However, the tricks of the trade – the determination of λ thresholds, the
stabilization against round-off errors (if the adjustable parameters have very
different sizes), and the definition of termination criteria, etc. – would probably
fill a book. The reader is advised to consult textbooks on this matter or to look
up the original literature.

The Marquardt–Levenberg method can of course also be used if m=n, and
then it is an excellent method for solving systems of nonlinear equations.

An interesting alternative to the Marquardt–Levenberg method is the gra-
dient search method of Powell [219, 222]. It works by doing sequential one-
dimensional minimizations along different directions by local parabola fitting.
This methods avoids the computation of derivatives and inverse matrices.

The so-called simplex algorithm by Nelder and Mead [223] constructs
a “simplex,” i.e., an (n+1)-dimensional object in the n-dimensional space
spanned by an n-parameter problem. So a problem with two adjustable param-
eters requires three initial guesses, which constitute a triangle in the two-
dimensional parameter space. The algorithm moves the simplex systematically
about and makes it contract about the solution. The simplex algorithm is known
to converge when most other methods fail. But its convergence order is linear
only, and so the algorithm is prone to have large termination errors. It should
be used as a last resort only and then – if it found a solution – be followed by a
parameter fitting method with a better convergence order.
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Appendix B

Proofs

B.1 LEGENDRE TRANSFORMATION

In thermodynamics, some variables appear to be associated, e.g., pressure p and
volume V or entropy S and temperature T . Other examples would be voltage and
electric charge or surface tension and area: in these pairs of variables, one vari-
able is always a density-style variable and the other one a field-style variable.
Which of the two is better suited as independent variable of thermodynamic
functions depends very much on the application.

A Legendre transformation is, somewhat loosely expressed, a method for
swapping associated variables.

Consider a differentiable function f of the variable x and let y=df (x)/dx
denote its derivative; i.e., the differential of f is df = ydx. Then

g = f −x
df

dx
= f −xy (B.1)

is a function of y only, as can be seen from the differential of this equation:

dg = d( f −xy) = ydx−xdy−ydx = xdy. (B.2)

Eq. (B.1) is called a Legendre transformation.
A geometric interpretation is attempted in Fig. B.1: The function f (x) can

evidently be given as a set of data pairs (x, f (x)) or it can be represented by a set
of tangents. Each of these tangents is characterized by its slope y and its ordinate
intercept g(y). Therefore, we can write for the tangent in the point (x0, f (x0)):

tx0(x)=
df (x0)

dx︸ ︷︷ ︸
=y

x+ f (x0)−
df (x0)

dx
x0︸ ︷︷ ︸

=g(y)

.
(B.3)

The function y→g(y) is then the Legendre transform of x→ f (x) (Fig. B.2).
Both representations, (x, f (x)) and (y,g(y)), contain the same information.

Integration of y by parts gives

f =
∫

y(x)dx = xy−
∫

x(y)dy= xy−g , (B.4)

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00011-6
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x

f(x)

y

g(y)

FIGURE B.1 Representation of a function f (x) by a set of tangents with slopes y=df (x)/dx and
intercepts g(y).

y

g(y)

FIGURE B.2 Legendre transform of the function in Fig. B.1, a plot of the intercepts versus the
slopes. ◦: representation of the tangents in Fig. B.1.

or, using definite integrals,

x1∫
x0

y(x)dx = (x1y1−x0y0)−

y1∫
y0

x(y)dy. (B.5)

This is illustrated in Fig. B.3: The area ABCD (= f (x)) is equal to the dif-
ference of the rectangle areas OBDF and OACE minus the area ECDF (=g(y)).
Evidently, f (x) and g(y) describe the same object, but from different points of
view.

These considerations can easily be generalized to functions of more than one
variable. A more detailed derivation of Legendre transformations can be found
in [141].
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O

FIGURE B.3 Illustration of the integration by parts of a function.

B.2 THE SLOPES OF ISOCHORES

A widely used experimental method for determining phase equilibria is the
study of isochores: a sample is introduced into a pressure vessel with a fixed
volume. Then the temperature is increased and the pressure recorded. Transi-
tions between one-phase and two-phase states cause a change of the slope of the
isochore.

Griffiths [224, 225] proved that this change of the slope does not always
occur. The mathematical proof makes use of the following theorem:

Let ξ(ψ,ω) denote a continuous function of the variables ψ and ω. It is then
assumed that there is a curve in the (ψ,ω) plain that divides it into two domains
(designated ′ and ′′). Along this curve, the derivatives of ξ are discontinuous.

Because of the continuity of ξ , its total differential along this curve is given
by

dξ =

(
∂ξ

∂ψ

)′
ω

dψ+

(
∂ξ

∂ω

)′
ψ

dω=

(
∂ξ

∂ψ

)′′
ω

dψ+

(
∂ξ

∂ω

)′′
ψ

dω . (B.6)

Rearrangement of the terms then leads to:[(
∂ξ

∂ψ

)′
ω

−

(
∂ξ

∂ψ

)′′
ω

]
dψ=−

[(
∂ξ

∂ω

)′
ψ

−

(
∂ξ

∂ω

)′′
ψ

]
dω (B.7)

1

(
∂ξ

∂ψ

)
ω

=−
dω

dψ
1

(
∂ξ

∂ω

)
ψ

. (B.8)

It is now assumed that the two domains are a one-phase and two-phase
region of a phase diagram, and the dividing curve is a phase boundary. We set
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ξ =p, ψ=ρ, and ω=T and apply the theorem Eq. (B.8):

1

(
∂p

∂ρ

)
T
=−

dT

dρ
1

(
∂p

∂T

)
ρ

. (B.9)

1(∂p/∂T)ρ is the desired change of the slope of an isochore at a phase boundary
(here: an isopleth). The derivative dT/dρ is taken along the phase boundary. For
low densities below the maxcondentherm (MT) point (ρ <ρMT), this deriva-
tive is positive; for densities above the maxcondentherm point, the derivative is
negative.

In order to prove that1(∂p/∂ρ)T cannot be negative, we invoke the theorem
Eq. (B.8) with ξ =ρ, ψ=p, and ω= x1:

1

(
∂ρ

∂p

)
x1,T
=−

dx1

dp
1

(
∂ρ

∂x1

)
p,T
. (B.10)

The last term of this equation can be expressed with a Maxwell relation:(
∂ρ

∂x1

)
p,T
=−ρ2

(
∂2Gm

∂x1∂p

)
T
=−ρ2

(
∂G(x)
∂p

)
x1,T

. (B.11)

Eq. (B.10), therefore, becomes

1

(
∂ρ

∂p

)
x1,T
=+

dx1

dp
ρ21

(
∂G(x)
∂p

)
x1,T

. (B.12)

The last term in this equation can be resolved by invoking theorem Eq. (B.8)
with ξ =G(x), ψ=p, and ω= x1:

1

(
∂G(x)
∂p

)
T
=−

dx1

dp
1

(
∂G(x)
∂x1

)
p,T
=−

dx1

dp
G(2x). (B.13)

Substitution of this expression into Eq. (B.12) gives

1

(
∂ρ

∂p

)
x1,T
=−ρ2

(
dx1

dp

)2

1G(2x). (B.14)

The two quadratic factors cannot become negative. 1G(2x)=G′(2x)−G′′(2x)
cannot become negative, too: because of the requirement of diffusion stability
in the one-phase region, G′(2x)>0 must hold; in the two-phase region, the Gibbs
energy is a linear function of composition, hence G′′(2x)=0, and

1

(
∂ρ

∂p

)
x1,T
=

(
∂ρ

∂p

)′
x1,T
−

(
∂ρ

∂p

)′′
x1,T
≤0. (B.15)
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Now for each phase (
∂ρ

∂p

)
x1,T

>0 (B.16)

must be true because of the requirement of mechanical stability. Therefore, one
can conclude from the last two inequalities that

1

(
∂p

∂ρ

)
x1,T
≥0. (B.17)

Application of this result to Eq. (B.12) then leads to the insight that−dx1/dp
and 1(∂ρ/∂x1)p,T must have the same sign. As −dx1/dp changes its sign and
becomes zero at ρ=ρMT, so must 1(∂ρ/∂x1)p,T . Consequently, the change of
the isochore slope is zero at the maxcondentherm point.

One must conclude that experiments determining phase equilibria from the
slopes of isochores have a “blind spot” at the maxcondentherm point.

An analogous study of the behavior of isentropes shows that these do not
show a discontinuity of the slope in the vicinity of a maxcondenbar point.

B.3 THE EXPANSION THEOREM OF JACOBIAN
DETERMINANTS

The expansion theorem of Jacobian determinants can be stated as follows:

∂(x,y)

∂(u,v)
=
∂(x,y)

∂(z,w)

∂(z,w)

∂(u,v)
. (B.18)

For a proof, we consider the multiplication of the two determinants on the
right-hand side. Applying the multiplication rules for determinants then gives

∂(x,y)

∂(z,w)

∂(z,w)

∂(u,v)
=

∣∣∣∣ xzzu + xwwu xzzv + xwwv

yzzu + ywwu yzzv + ywwv

∣∣∣∣ . (B.19)

The first element of the resulting determinant can be rewritten assuming v=
constant as(

∂x

∂z

)
w

(
∂z

∂u

)
v
+

(
∂x

∂w

)
z

(
∂w

∂u

)
v
=
(∂x/∂z)wdz+(∂x/∂w)zdw

du

∣∣∣∣
v

. (B.20)

Evidently, the numerator of the fraction is a total differential, and hence it is
possible to write(

∂x

∂z

)
w

(
∂z

∂u

)
v
+

(
∂x

∂w

)
z

(
∂w

∂u

)
v
=

dx

du

∣∣∣∣
v

=

(
∂x

∂u

)
v
. (B.21)
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The other three elements of the determinant can be transformed in a similar
manner; combining the results for all elements gives

∂(x,y)

∂(z,w)

∂(z,w)

∂(u,v)
=

∣∣∣∣∣∣
(
∂x
∂u

)
v

(
∂x
∂v

)
u(

∂y
∂u

)
v

(
∂y
∂v

)
u

∣∣∣∣∣∣ . (B.22)

The result of this equation, however, is the definition equation of the Jacobian
determinant ∂(x,y)/∂(u,v), which completes the proof.
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Appendix C

Equations of State: Auxiliary
Equations for Programming

For some popular equations of state, we present auxiliary information to
facilitate programming.

Conventions:

l All equations of state for real gases have at least two parameters, a char-
acteristic volume (size parameter, covolume, molecular size), v∗, and a
characteristic temperature, T∗= ε/kB, where ε denotes a pair potential well
depth or similar (energetic) measure of the attraction between pairs of
molecules.

l We write all equations in terms of reduced (dimensionless) densities,
ξ =v∗/Vm, and reduced temperatures, T̃=T/T∗.

C.1 THE van der WAALS EQUATION OF STATE

The original van der Waals attraction parameter is identified with avdW=

2πv∗RT∗.

Z=
1

1−ξ
−

2π

T̃
ξ (C.1)

Ar
m

RT
=− ln(1−ξ)−

2π

T̃
ξ (C.2)

Cubic polynomial needed for inversion:

2πξ3
−2πξ2

+(p̃+ T̃)ξ− p̃=0

with p̃=
pv∗

RT∗
(C.3)

Critical point: T̃c=1.861685, ξc=0.333333, Zc=0.375.

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00012-8
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C.2 THE REDLICH–KWONG EQUATION OF STATE

The original attraction parameter is identified with aRK=8v∗R(T∗)3/2. The
factor 8 is arbitrary; this choice ensures that kBT∗ is approximately equal to
the Lennard-Jones energy parameter.

Z=
1

1−ξ
−

8ξ

1+ξ
T̃−3/2 (C.4)

Ar
m

RT
=− ln(1−ξ)−8ln(1+ξ)T̃−3/2 (C.5)

Cubic polynomial needed for inversion:

8T̃−1/2ξ3
+(T̃+ p̃−8T̃−1/2)ξ2

+ T̃ξ− p̃=0

with p̃=
pv∗

RT∗
(C.6)

Critical point: T̃c=1.380160, ξc=0.259921, Zc=0.333333.

C.3 THE REDLICH–KWONG–SOAVE EQUATION OF STATE

The original attraction parameter is identified with ac=8v∗RT∗; again, the
constant 8 is arbitrary.

Z=
1

1−ξ
−

8ξ

1+ξ

α(T̃)

T̃
(C.7)

Ar
m

RT
=− ln(1−ξ)−8ln(1+ξ)

α(T̃)

T̃
(C.8)

Cubic polynomial needed for inversion:

8ξ3
+(τ+ p̃−8)ξ2

+τξ− p̃=0

with p̃=
pv∗

RT∗α(T̃)
, τ =

T̃

α(T̃)

(C.9)

Critical point: T̃c=1.380160, ξc=0.259921, Zc=0.333333.

C.4 THE PENG–ROBINSON EQUATION OF STATE

The original attraction parameter is identified with ac=8v∗RT∗; the factor 8 is
arbitrary.

Z=
1

1−ξ
−

8ξ

1+2ξ−ξ2

α(T̃)

T̃
(C.10)
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Ar
m

RT
=− ln(1−ξ)−2

√
2ln

1+ξ(
√

2+1)

1−ξ(
√

2−1)

α(T̃)

T̃
(C.11)

Cubic polynomial needed for inversion:

(8−τ− p̃)ξ3
+(2τ+3p̃−8)ξ2

+(τ− p̃)ξ− p̃=0

with p̃=
pv∗

RT∗α(T̃)
, τ =

T̃

α(T̃)

(C.12)

Critical point: T̃c=1.361155, ξc=0.253077, Zc=0.307401.

C.5 THE CARNAHAN–STARLING–van der WAALS
EQUATION OF STATE

The van der Waals attraction parameter is identified with avdW=8v∗RT∗, where
f is an arbitrary numerical constant.

Z=1+
4ξ−2ξ2

(1−ξ)3
−

8

T̃
ξ (C.13)

Ar
m

RT
=−

4ξ−3ξ2

(1−ξ)2
−

8

T̃
ξ (C.14)

Fifth-order polynomial needed for inversion:

−8ξ5
+(T̃+24)ξ4

−(T̃+ p̃+24)ξ3
+(3p̃− T̃+8)ξ2

−(3p̃+ T̃)ξ+ p̃=0

with p̃=
pv∗

RT∗

(C.15)

Critical point: T̃c=0.754630, ξc=0.130444, Zc=0.358956.

C.6 THE SIMPLIFIED PERTURBED–HARD–CHAIN
EQUATION OF STATE

Z=1+c
4ξ−2ξ2

(1−ξ)3
−

18cξ f

1+ξ f

with f =
1

τ

(
exp

(
1

2T̃

)
−1

)
, τ =

π

6

√
2

(C.16)

Ar
m

RT
= c

4ξ−3ξ2

(1−ξ)2
−18c ln(1+ξ f ) (C.17)
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Fifth-order polynomial needed for inversion:

(18c−1)T̃f ξ5
+

(
T̃(3f−56cf−1)+ p̃f

)
ξ4
+

(
T̃(−3f +58cf −2c+3)

+p̃(1−3f ))ξ3
+

(
T̃(4c−3+ f −18cf )+3p̃(f −1)

)
ξ2

+
(
T̃+ p̃(3− f )

)
ξ− p̃=0

(C.18)

The roots of this equation can then be calculated with a suitable polynomial root
finder. But the application of a general nonlinear equation solver to Eq. (C.16)
might be more efficient.

The location of the critical point depends on the parameter c in a
complicated way. The following expressions are merely approximations: T̃c≈

1.253540−0.4642899(c−1), ξc≈0.157179−0.033608(c−1), Zc≈0.348018
− 0.001302(c−1).
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Appendix D

Solutions of the Problems

CHAPTER 2 – PHENOMENOLOGY OF PHASE DIAGRAMS

Problem 1

There are three components, HCl, NH3, and NH4Cl, in two phases, namely gas
(HCl, NH3) and solid (NH4Cl). There is a chemical reaction equilibrium

NH3+HCl
NH4Cl,

which must be counted as one thermodynamic constraint. The number of the
degrees of freedom is therefore

F=N−P+2−C=2,

if the system is made from arbitrary amounts of the compounds. The two
degrees of freedom might be the temperature and the NH3/HCl ratio, for
instance.

If the system is made by heating NH4Cl, the gas phase can contain equal
amounts of HCl and NH3 only. This is another thermodynamic constraint, and in
this case the number of the degrees of freedom is 1, i.e., NH4Cl has an apparent
sublimation pressure curve like an ordinary sublimating compound.

If the chlorine isotopes are taken into account, the number of components is
N=5. But if there is no process or manipulation that can change the isotopic
ratios, the H37Cl/H35Cl and NH4

37Cl/NH4
35Cl ratios are constrained, so that in

the end F remains the same.

Problem 2

The mixture under consideration contains N components and consists of k coex-
isting phases. Let nαi denote the amount of component i in the phase α. The
total amount of component i in the system can be expressed with the overall

High-Pressure Fluid Phase Equilibria. DOI: 10.1016/B978-0-444-56347-7.00013-X
Copyright © 2012 Elsevier BV. All rights reserved. 305
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composition,

ni= xin= xi

∑
α

nα, (D.1)

or with the phase compositions,

ni=
∑
α

xαi nα. (D.2)

Equating these two expressions yields

xi

∑
α

nα=
∑
α

xαi nα, (D.3)

which can be rearranged to∑
α

nα(xαi −xi)=0, i=1, . . .N. (D.4)

This is the general lever rule for a multicomponent system. Eq. (D.4) must be
fulfilled for all components i, i.e., it represents a set of N linear equations for
the nα .

Of this set, only N−1 equations are independent (The summation of all N
equations gives a trivial expression, 0=0). Furthermore, the right side of this
set of equations is zero, so that nα=0 is a trivial solution. This problem can be
resolved by assigning a positive, nonzero value either to one of the nα or to n,
the total amount of substance. Thus there are N−1 independent linear equations
for k−1 unknown variables.

Now several cases must be distinguished:

1. k=N, e.g., two-phase equilibrium of a binary mixture, or three-phase equi-
librium of a ternary mixture: we have to solve a set of N−1 independent
linear equations for N−1 variables: the nα can be computed.

2. k<N, e.g., two-phase equilibrium in a ternary mixture: now there are fewer
unknown variables, but at the same time more equations become linearly
dependent. In our example, the lever arms are parts of the same connode,
and thus collinear: the nα can be computed.

3. N< k≤N+2, e.g., three-phase equilibrium of a binary mixture, like the
three-phase line in Figs 2.37 and 2.38: now there are fewer equations
than unknown phase amounts. This case has no unique solution: the phase
amounts depend on how the equilibrium state was reached.

Problem 3

The azeotropic curve ends on the critical curve in a critical azeotropic point, and
here the two curves must have the same slope. Placing the critical azeotropic
point on the temperature minimum of the critical curve implies an infinite slope
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for the azeotropic curve. This is not possible: because of Eq. (5.98), an infinite
slope means1vapVm=0, whereas1vapSm 6=0. But if two phases have the same
composition (azeotrope!) and the same molar volume, they must be identical
and cannot have different entropies.

Problem 4

The px cross sections will look qualitatively the same: a vertical path through
the pT diagram intersects the vapor pressure curve of component 2 and then
either the vapor pressure curve of component 1 or the critical curve.

If the critical pressure of component 1 is higher, a horizontal path through the
pT diagram at a pressure between the critical pressures of the pure components
will intersect the vapor pressure curve of component 1 and then the critical
curve. Consequently, the phase envelopes will originate at the x=1 ordinate.
If component 2 has the higher critical pressure, they will originate at the x=0
ordinate as in Fig. 2.19.

Problem 5

The isopleths look similar to the one shown in Fig. 2.18, except for one detail:
the liquid and gas branches of the isopleths cross.

Problem 6

It is possible. In contrast to the usual class II, however, px cross sections like
curve B of Fig. 2.49 appear. In contrast to class III, the II two-phase region
contracts and the lg two-phase region persists when the temperature is increased.

Problem 7

The px cross sections are the same as in Fig. 2.27; at low temperatures, there are
cross sections like curves A and B of Fig. 2.38.

The Tx cross sections can be obtained by complementing the curves in
Fig. 2.24 with low-temperature ll demixing regions as in Fig. 2.37.

CHAPTER 3 – EXPERIMENTAL TECHNIQUES

Problem 1

Given properties: the total amounts of substance in experiment A, n1,A and n2,A,
the observed phase volumes, V ′A and V ′′A, as well as the analogous properties for
experiment B.

Auxiliary properties: total mole fractions x1,A= n1,A /(n1,A+ n2,A);
amounts of substance per phase, n′A + n′′A=nA=n1,A+n2,A.
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Equations: the lever rule,

(x1,A−x′1)n
′

A= (x
′′

1−x1,A)n
′′

A, (D.5)

two volume relations,

V ′A=n′AV ′m V ′′A=n′′AV ′′m, (D.6)

and the analogous equations for experiment B. This gives a total of six equations
for six unknown properties.

The ratios of the volume relations, Eq. (D.6), for experiments A and B are

V ′A
V ′B
=

n′A
n′B

V ′′A
V ′′B
=

n′′A
n′′B
. (D.7)

Now the lever rule can be written with n′′A=nA−n′A as

(x1,A−x′1)n
′

A= (x
′′

1−x1,A)(nA−n′A) (D.8)

or

(x′′1−x′1)n
′

A= (x
′′

1−x1,A)nA (D.9)

An analogous expression can be derived for experiment B. The ratio of these
two expressions is

n′A
n′B
=

V ′A
V ′B
=

x′′1−x1,A

x′′1−x1,B
, (D.10)

which, after some rearrangements, gives the desired phase composition:

x′′1=
x1,A−x1,B

V ′A
V ′B

1−
V ′A
V ′B

. (D.11)

Switching the phase indicators gives

x′1=
x1,A−x1,B

V ′′A
V ′′B

1−
V ′′A
V ′′B

. (D.12)

Once the mole fractions of the equilibrium phases are known, the amounts
of substance per phase can be obtained from the lever rule Eq. (D.9), e.g.,

n′A=
x′′1−x1,A

x′′1−x′1
nA, (D.13)

and then V ′m=V ′A/n
′

A gives the desired molar volume of the first phase; a similar
expression holds for the second phase.
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Problem 2

Given properties: total mole fraction, x1, phase boundaries x′1(T), x′′1(T).
When the sample passes through the two-phase region, the amounts of the

phases can be obtained from the lever rule, which we write here as

n′=nf ′=n
x′′1−x1

x1
′′−x′1

, (D.14)

with a similar expression for n′′.
The enthalpy of the sample is [cf. Eq. (5.181)]

H=


nH′m below the two-phase region

n′H′m+n′′H′′m in the two-phase region

nH′′m above the two-phase region.

(D.15)

Substitution of Eq. (D.14) into the expression for the two-phase region gives

H=n(H′m f ′+H′′m f ′′) (D.16)

The heat flow of the instrument is

q̇=

(
∂H

∂t

)
p
=

dT(t)

dt

(
∂H

∂T

)
, (D.17)

where Ṫ=dT(x)/dt is the (usually constant) heating or cooling rate. Carrying
out the differentiations yields

q̇=nṪ


C′pm below(

C′pm f ′+C′′pm f ′′
)
+ fH in the 2-phase region

C′′pm above

with fH=
∑
α=′,′′

((
∂Hα

m

∂x1

)
p,T
−

H′′m−H′m
x′′1−x′1

)
dxα1
dT

f α.

(D.18)

When the two-phase region is entered, we have x′1(T)= x1, when it is left,
x′′1(T)= x1. Consequently, the entry value of the Cpm term for the two-phase
region is C′pm and the exit value C′′pm. The Cpm term in the two-phase region is
therefore a smooth interpolation between the baselines of the one-phase regions.

The entry and exit values of fH are

fH,in=

(
H′(x)−

1Hm

1x1

)
dx′1
dT

fH,out=

(
H′′(x)−

1Hm

1x1

)
dx′′1
dT
.

(D.19)
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Therefore, the enthalpy term is abruptly turned on or off when the phase bound-
ary is crossed, and this causes a discontinuity. It can be shown that fH is always
positive, i.e., that it increases the apparent heat capacity (cf. Section 5.9). fH can
also be written as

fH=
∑
α=′,′′

Hα
(x)f

α dxα1
dT
−
1Hm

1x1

(
dx′1
dT
+

d(x′′1−x′1)

dT
f ′′
)
. (D.20)

If x′1(T) and x′′1(T) always have the same slopes, fH is approximately constant,
and the resulting DSC trace has a rectangular or trapezoidal shape. In Fig. 3.5,
however, the difference of the slopes changes from negative to positive, as
x1−x′1 moves from 0 to x′′1−x′1. Consequently, the second term between the
parentheses has a minimum, and this gives rise to the double spike.

CHAPTER 4 – THERMODYNAMIC VARIABLES AND
FUNCTIONS

Problem 1

We can make use of Eq. (4.55):

µE
1 =GE

+x2

(
∂GE

∂x1

)
p,T
. (D.21)

Substitution of the Redlich–Kister function

GE
= x1x2 (A0+A1(x1−x2)) (D.22)

gives

µE
1 =A0x2

2+A1(3x1x2
2−x3

2)= (A0+3A1)x
2
2−4A1x3

2. (D.23)

The expression for µE
2 can be obtained from this equation by switching the

subscripts.
At high dilution of component 2, only the first term is significant:

µE
1 ' (A0+3A1)x

2
2. (D.24)

Evidently, the excess chemical potential of the majority component is propor-
tional to x2

2. This is a general feature of analytic excess functions.
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Problem 2

There is nothing wrong with an excess Helmholtz energy defined as a difference
of real- and ideal-mixture Helmholtz energy at fixed pressure:

AE(p,T,Ex)=Am(p,T,Ex)−
N∑

i=1

xi(Am,i(p,T)+RT lnxi). (D.25)

We can assemble AE from the primary excess functions:

AE
=HE

−pVE
−TSE. (D.26)

Therefore an ideal mixture (HE,VE,SE
=0) has a zero excess Helmholtz energy.

For an excess property defined for isochoric mixing we would start from
the pure components at the molar volume of the mixture, which might imply a
compression to a huge pressure. We would then expand to the ideal-gas state,
mix, and recompress to the given molar volume. According to Eq. (4.19), the
questionable “isochoric excess Helmholtz energy” Ae would then be

Ae
=−

Vm∫
V


m

p(Vm,T,Ex)dVm+

N∑
i=1

xi

Vm∫
V


m

p(Vm,T; i)dVm. (D.27)

It should be noted that we must use the mole fractions xi as statistical weights,
because otherwise the intrinsic terms of Eq. (4.19) would not cancel out.

Evidently, each component of a mixture can have a different equation of state
(or at least different parameters for the same equation of state): the p(Vm,T; i)
differ, and so do the integrals. There is no reason why an ideal mixture should
have a zero isochoric excess Helmholtz energy.

The only exception is the case where all pure components obey the same
equation of state, for instance the ideal-gas law. Then, and only then, the
definition of an isochoric excess Helmholtz energy might be meaningful.

Problem 3

Excess properties are differences between properties of real fluids and ideal
mixtures. So what is the compressibility of an ideal mixture? This property can
be derived from the molar volume of an ideal mixture (see Eq. 4.42),

V idmix
m =

N∑
i=1

xiVm,i, (D.28)
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by taking the derivative with respect to pressure:(
∂V idmix

m

∂p

)
T

=

N∑
i=1

(
∂Vm,i

∂p

)
T
. (D.29)

Inserting these two equations into the definition of the isothermal compress-
ibility gives

κ idmix
T =−

1

V idmix
m

(
∂V idmix

m

∂p

)
T

=−

∑
xi

(
∂Vm,i
∂p

)
∑

xiVm,i

=

∑
xiVm,iκT,i∑

xiVm,i
.

(D.30)

Now ϕi= xiVm,i/
∑

k xkvm,k is the volume fraction of the mixture. We can
therefore write

κ idmix
T =

N∑
i=1

ϕiκT,i, (D.31)

and thus the definition of the excess isothermal compressibility is

κE
T =κT−κ

idmix
T =κE

T =κT−

N∑
i=1

ϕiκT,i. (D.32)

Problem 4

p=
RT

Vm
+

RTB2

V2
m

(D.33)

Am−A

m =−

Vm∫
V


m

pdVm=−RT ln
Vm

V

m
+RTB2

(
1

Vm
−

1

V

m

)
. (D.34)

The term B2/V

m can be neglected, because V


m is supposed to be very large.
The residual Helmholtz energy is therefore

Ar
m=RT

B2

Vm
. (D.35)

The isothermal compressibility is best obtained as

κT =−
1

Vm

(
∂Vm

∂p

)
T
=−

1

Vm

(
∂p
∂Vm

) . (D.36)
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With (
∂p

∂Vm

)
T
=−

RT

V2
m
−

2RTB2

V3
m

, (D.37)

the result is

κT =
Vm

RT(1+2B2/Vm)
. (D.38)

Evidently, the virial equation can lead to negative compressibilities if B2<0
and the molar volume is small.

Problem 5

From the definitions of the thermodynamic functions we have

Cp−CV =

(
∂H

∂T

)
p
−

(
∂U

∂T

)
V
=

(
∂U

∂T

)
p
+p

(
∂V

∂T

)
p
−

(
∂U

∂T

)
V
. (D.39)

For the isobaric U derivative we invoke Eq. (4.62) with x=U, r=u=T , y=p,
and s=V . The result is(

∂U

∂T

)
p
=

(
∂U
∂T

)
V

(
∂p
∂V

)
T
−

(
∂p
∂T

)
V

(
∂U
∂V

)
T(

∂p
∂V

)
T

=CV−

(
∂V

∂p

)
T

(
∂p

∂T

)
V
(TβV−p)

=CV+

(
∂V

∂T

)
p
(TβV−p).

(D.40)

Insertion into the previous equation then gives the desired result,

Cp−CV =VαpTβV =
VTα2

p

κT
. (D.41)

Problem 6

We first derive (∂p/∂V)S. This can be done with Eq. (4.62) by setting x=p,
r=u=V , y=S and r=T . The result is

(
∂p

∂V

)
S
=

(
∂p
∂V

)
T

(
∂S
∂T

)
V−

(
∂S
∂V

)
T

(
∂p
∂T

)
V(

∂V
∂V

)
T

(
∂S
∂T

)
V−

(
∂S
∂V

)
T

(
∂V
∂T

)
V

(D.42)

Now (∂V/∂V)T =1, (∂V/∂T)V =0, and (∂S/∂T)V =CV/T , hence(
∂p

∂V

)
S
=

(
∂p

∂V

)
T
−

T

CV

[(
∂p

∂T

)
V

]2

. (D.43)
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We note that the factors in the second term are all positive. Therefore, the
adiabatic pressure derivative is smaller than the isothermal derivative.

The adiabatic compressibility is then

κS=−
1

V

(
∂V

∂p

)
S
=−

(
V

((
∂p

∂V

)
T
−

T

CV

[(
∂p

∂T

)
V

]2
))−1

(D.44)

or, using the definition of the isothermal compressibility,

κS=
κT

1+ VT
CV
β2

VκT
. (D.45)

With the definition of the isobaric expansivity and the result of the previous
problem, this equation can be further simplified:

κS=
κT

1+
VTα2

p
CVκT

=
κT

1+ Cp−CV
CV

=
κTCV

Cp
. (D.46)

Problem 7

For the Redlich–Kwong equation,

p=
RT

Vm−b
−

a
√

TVm(Vm+b)
, (D.47)

the required derivatives are

βV =

(
∂p

∂T

)
V
=

R

Vm−b
+

a

Vm(Vm+b)

1

2
T−3/2

πT =
3a

2
√

TVm(Vm+b)
∝patt.

(D.48)

This proportionality is found for all equations of state with prep∝T and patt∝

Tc, with c denoting a constant.

CHAPTER 6 – SOLID–FLUID EQUILIBRIA

Problem 1

We have to solve Eq. (6.13), which for an incompressible solid can be written as

Gf
m(p

sf
2 ,T,x

f
2=1)+(p−psf)Vs

m=µ
f
2(p,T,x

f
2). (D.49)

This equation can be simplified by assuming p�psf2 .
For an ideal gas, Eq. (4.18) gives

Gm(p,T,x2)=
∑

i

xi(G


m,i+RT lnxi)+RT ln

p

p
 (D.50)
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and, after differentiation with respect to the amount of component 2,

µ2(p,T,x2)=G

m,2+RT lnx2+RT ln

p

p
 . (D.51)

Insertion into the equilibrium condition, Eq. (D.49), then yields

G

m,2+RT ln

psf

p
 +pVs
m=G


m,2+RT lnxf2+RT ln
p

p
 (D.52)

or, after some rearrangements,

lnxf2= ln
psf

p
+

pVs
m

RT
. (D.53)

psf/p is the mole fraction of component 2 (by Dalton’s law) that one would
expect if component 1 would merely dilute component 2. But there is evidently
a deviation: we have the somewhat paradoxical effect that even a gas that has
no interactions with component 2 can increase its sublimation pressure.

Problem 2

The standard Gibbs energy of the decomposition reaction is

1rG


=G


m (CaSO4 ·2H2O)−G

m (CaSO4 ·0.5H2O)−

3

2
G


m (H2O)

=−4.865kJ/mol
(D.54)

for liquid water; for vapor, a contribution 1.5RT ln(pσ /p◦) has to be added. The
total Gibbs energy of the reaction must be zero, but only the water in the vapor
phase gives a pressure-dependent contribution:

1rG=1rG


−

3

2
RT ln

p

pσ
=0. (D.55)

The resulting equilibrium pressure of water is 0.857 kPa.

Problem 3

It is assumed that the components do not mix in the solid state. Hence the solids
s1 and s2 are pure, and their representations in the px cross sections coincide
with the vertical axes. The figures below show the px diagrams at a temperature
slightly below the quadruple point Q1 as well as slightly above. In the latter
case, three three-phase lines are crossed when the pressure is increased. In both
cases, the high-pressure state is s1s2, i.e., two coexisting pure solid phases. In
experiments, this usually is a solid which is not a mixture, but a conglomerate
of small pure crystals.
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x

p

s1
s2

g

px cross section for the binary system with

phase diagram Fig. 6.10 at a temperature

below quadruple point Q1.

x

p

s1
s2 g

l

. . . and slightly above.

CHAPTER 7 – EQUATIONS OF STATE

Problem 1

We make use of Eq. (7.23) and note that the Boltzmann factor is

exp

(
−

u(r)

kBT

)
=


0 r<σ

exp
(
+

ε
kBT

)
σ ≤ r<λσ

1 r≥λσ

. (D.56)

Consequently, Eq. (7.23) can be written as a sum of three integrals, one for each
range:

B2(T)=−2πNA

[ σ∫
0

(−r2)dr+

λσ∫
σ

(
exp

(
ε

kBT

)
−1

)
r2 dr+

∞∫
λσ

0dr

]

=2πNA

[
σ 3

3
−

(
exp

(
ε

kBT

)
−1

)(
λ3σ 3

3
−
σ 3

3

)]
.

(D.57)

With the substitutions T∗= ε/kB (characteristic temperature) and b=
(2π/3)NAσ

3 (van der Waals covolume), Eq. (7.35) is immediately obtained.
At high temperatures, the Boltzmann factor can be approximated by a

truncated Taylor series (ex
=1+x+·· · ); the result is

B2(T)≈b

(
1−(λ3

−1)
ε

kBT

)
. (D.58)

The virial coefficient exhibits a T−1 temperature dependence and converges
asymptotically against the hard-sphere value. This is the behavior of the second
virial coefficient of the van der Waals equation.
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Problem 2

In order to have isotherm crossing, i.e., the same pressure for two fluid states
α,β at the same volume, but different temperatures, the following equation has
to be solved:

pα=
RTα

Vm−(b0+
b1
Tα
)
−

a

V2
m
=

RTβ

Vm−(b0+
b1
Tβ
)
−

a

V2
m
=pβ . (D.59)

Multiplying with the denominators and collecting the linear terms gives

R(Vm−b0)(Tα−Tβ)=Rb1

(
Tα
Tβ
−

Tβ
Tα

)
. (D.60)

Division by R(Tα−Tβ) then yields

Vm−b0=b1
Tα+Tβ

TαTβ
. (D.61)

If we consider Tα as a given property, our result constitutes a linear equation for
Tβ , for which always a solution exists. But as temperatures should be positive
and b1<0, an acceptable solution exists for Vm<b0 only.

Consequently, using a covolume with a T−1 temperature dependence nec-
essarily causes isotherm crossing with the van der Waals equation, although at
high densities only (b0+b1/T<Vm<b0).

For the case of a linear temperature dependence of the covolume, the
criterion for isotherm crossing is

pα=
RTα

Vm−(b0+b1Tα)
−

a

V2
m
=

RTβ
Vm−(b0+b1Tβ)

−
a

V2
m
=pβ . (D.62)

Multiplication with the denominators and rearranging gives Tα=Tβ , i.e.,
isotherm crossing is not possible. But now the covolume can turn negative at
high temperatures, which is undesirable.

That the linear temperature dependence of the covolume with b1<1 does not
cause isotherm crossing is a peculiarity of the van der Waals equation of state.
For practically all other equations of state, such a temperature dependence
ensures isotherm crossing at high densities.

Problem 3

First of all, there is a formal problem: The mathematical operation “raising to a
real power” is meaningful for dimensionless properties only. In the “improved”
equation of state, the term a/Vνm implies that the parameter a has dimensions
Pa m3ν mol−ν , which may be different for each substance. Writing a one-fluid



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 18-appd-305-326-9780444563477” — 2012/4/13 — 11:13 — page 318 — #14

318 APPENDIX | D Solutions of the Problems

theory mixing rule,

a=
N∑

i=1

N∑
j=1

xixjaij, (D.63)

then clearly results in nonsense.
This problem can be overcome by using reduced properties only:

p=prep−a

(
b

Vm

)ν
. (D.64)

Here b denotes a covolume parameter or perhaps the critical volume.
The second problem of the “improved” equation of state becomes evident

when the Taylor series of the compression factor is calculated:

Z=Zrep−
a

RT
ρν−1

=Zrep−

( a

RT
(ν−1)ρν−2

|ρ=0

)
ρ+·· ·

(D.65)

For ν <2, ρν−2
|ρ=0 is infinite, and the Taylor series undefined; for ν >0,

ρν−2
|ρ=0 is zero. Consequently, the second virial coefficient would have no con-

tribution from attraction term of the equation of state. This is possible only for
molecules without attractive interactions, or in the limit of infinite temperature.

Conclusion: the introduction of the variable exponent ν is not a very good
idea.1

Problem 4

It is best to start with the Helmholtz energy expression given in Section C.1.
Differentiation with respect to temperature gives(

∂Ar
m/RT

∂T

)
=+2πT∗ξT−2

(
∂2Ar

m

∂T2

)
=−4πT∗ξT−3.

(D.66)

Inserting these results into Eq. (4.31) yields

Cr
Vm

R
=0. (D.67)

1The attentive reader might remember that there are equations of state containing a multitude of
substance-specific exponents, e.g., Eq. (7.69). This equation, however, is formulated entirely in
terms of reduced (dimensionless) variables, and it contains integer-valued exponents for the density,
so that the computation of virial coefficients is possible.
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This is one of the few properties for which the van der Waals equation gives
a qualitatively wrong answer.

For the total isochoric heat capacity it is necessary to add the ideal-gas con-
tribution, which is 3

2 R for single atoms, 5
2 R for linear molecules, and 3R for

nonlinear ones. The latter two values are only correct if the molecular vibrations
are not excited; otherwise, Cid

Vm becomes temperature-dependent.

Problem 5

We first use Eq. (7.12) to derive the compression factor and then substitute V=
1/ρ:

Z=
pVm

RT
=

1

1−bρ
−

αρ

1+bρ
with α=

a

RT3/2
. (D.68)

Then we calculate some derivatives and their values at ρ=0:

Z(0)=1(
∂Z

∂ρ

)
=

b

(1−bρ)2
−

α

(1+bρ)2

(
∂Z

∂ρ

)∣∣∣∣
ρ=0

=b−α(
∂2Z

∂ρ2

)
=

2b2

(1−bρ)2
+

2αb

(1+bρ)2

(
∂2Z

∂ρ2

)∣∣∣∣
ρ=0

=2b2
+2αb.

(D.69)

The Taylor series of Eq. (D.68) is therefore

Z=1+(b−α)ρ+
1

2
(2b2
+2αb)ρ2

+·· · (D.70)

Comparison with the virial series, Eq. (7.9), then gives

B2=b−α B3=b2
+αb. (D.71)

The contribution of the attraction term to B3 is always positive, which is not
what one would expect for simple nonpolar molecules.

Problem 6

In order to locate extrema in α(T), we calculate the first derivative:

dα

dT
=−

m
√

TTc

[
1+m

(
1−

√
T

Tc

)]
. (D.72)

Setting this to zero and solving for T gives

Tmin=Tc

(
m+1

m

)2

. (D.73)
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α(T) has a local minimum at this temperature. Substitution into the definition
of α(T) shows α(Tmin)=0.

With typical values for m, the minimum is located above 8Tc. This is far
above the physically accessible temperature range for most substances — but
not for all. Moreover, the zero of α(T) causes a too small influence of the
attraction term of the equation of state, and the increase after the minimum is
physically unreasonable.

Problem 7

The procedure is described by Eqs. (7.57) through (7.61), with the only change
that the other hard-sphere equation is used. The solution can be found in the
literature (Eq. (9) of [209], there with an attraction term which has been omitted
here for clarity):

p=
RT

Vm

(
1+m

2ξ(6+ξ)

4(1−ξ)(3−4ξ)
+(m−1)

37ξ2
−30ξ

4(1−ξ)(3−4ξ)

)
. (D.74)

Problem 8

We invoke Eq. (7.54), noting that

l the integrand is 1 in the range 0≤ r̃<1. The integral over this range is
therefore 1.

l the integrand is zero for r̃≥λ; this range does not contribute to σeff.

We can therefore write, using reduced variables,

σeff

σ
=1+

λ∫
1

[
1−exp

(
−

λ− r̃

T̃(λ−1)

)]
dr̃

with r̃=
r

σ
T̃=

kBT

ε
.

(D.75)

The contribution of the intermediate range [the integral in Eq. (D.75)] is

λ−1−

λ∫
1

exp

(
−

λ− r̃

T̃(λ−1)

)
dr̃

=λ−1−exp

(
−

λ

T̃(λ−1)

) λ∫
1

exp

(
+

r̃

T̃(λ−1)

)
dr̃

=λ−1− T̃(λ−1)

[
1−exp

(
−

1

T̃

)]
.

(D.76)
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Together with the contribution of the hard core, the result is

σeff

σ
=λ− T̃(λ−1)

[
1−exp

(
−

1

T̃

)]
. (D.77)

For high temperatures, the exponential can be approximated by a truncated
Taylor series, exp(−T̃−1)≈1− T̃−1, and the resulting effective collision diam-
eter is σeff=σ . For low temperatures, the exponential term vanishes, so that the
effective collision diameter becomes λσ .

Problem 9

This problem can be solved in a similar way as the previous one. The
contributions of the core region and the “rectangular barrier” are

σeff

σ
=1+

λ∫
1

[
1−exp

(
−

1

T̃

)]
dr̃

with r̃=
r

σ
T̃=

kBT

ε
.

(D.78)

Here the integrand is constant. The result is therefore

σeff

σ
=1+(λ−1)

[
1−exp

(
−

1

T̃

)]
. (D.79)

Taking the high-temperature limit and making use of the expansion of the
exponential as in the previous problem yields an effective collision diameter
of σ . For low temperatures λσ is obtained.

The temperature dependence of the effective collision diameter should be
compared with the one from the previous problem. It is interesting to observe
how a minor change of the interaction potential can effect this property.

CHAPTER 8 – EQUATIONS OF STATE FOR MIXTURES

Problem 1

In one-fluid theory, all residual thermodynamic functions are pure-fluid func-
tions. The composition dependence enters through the mixing rules only. It
is therefore sufficient to apply the Michelsen–Kistenmacher test to the mixing
rules.

Linear case, binary mixture:

b= x1b1+x2b2. (D.80)

Split component 1 into identical subcomponents, x1→ x11+x12:

b= x11b1+x12b1+x2b2= (x11+x12)b1+x2b2. (D.81)
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Evidently, the original mixing rule is recovered: test passed.
Quadratic mixing rule:

a= x2
1a11+2x1x2a12+x2

2a22. (D.82)

Splitting component 1:

a= x2
11a11+x2

12a11+x2
2a22+2x11x12a11+2x11x2a12+2x12x2a12

= (x2
11+2x11x12+x2

12)a11+(2x11x2+2x12x2)a12+x2
2a22

= (x11+x12)
2a11+2(x11+x12)x2a12+x2

2a22.

(D.83)

This is the original mixing rule again: test passed.

Problem 2

The “improved” mixing rule for a binary mixture is

a= x2
1a11+2x1x2[1−k12,0−k12,1(x1−x2)]a12+x2

2a22. (D.84)

Splitting component 1 into subcomponents, x1→ x11+x12 gives

a= x2
11a11+x2

12a11+x2
2a22+2x11x12a11

+2x11x2[1−k12,0−k12,1(x11−x2)]a12

+2x12x2[1−k12,0−k12,1(x12−x2)]a12

= (x11+x12)
2a11+x2

2a22+2[(x11+x12)(1−k12,0+x2k12,1)

−(x2
11+x2

12)k12,1]x2a12.

(D.85)

Setting x1= x11+x12 does not reduce this to Eq. (D.84): test failed!

Problem 3

Case (a): the resulting mixing rule for the a parameter is

a=

∑∑
xixjaijb

γ−3
3

ij∑∑
xixjb

γ−3
3

ij

, (D.86)

which is evidently not quadratic anymore. But in the limit of low density (Vm→

∞, γ→3) a quadratic mixing rule is recovered.
The second virial coefficent of the van der Waals equation is

B2=b−
a

RT
. (D.87)
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Substituting the mixing rules and rearranging gives

B2=

N∑
i=1

N∑
j=0

xixj

(
bij−

aij

T

)

=

N∑
i=0

N∑
j=0

xixjBij,

(D.88)

which is the correct limiting behavior.
Case (b): the result for the virial coefficient is

B2=

N∑
i=1

N∑
j=1

ϕiϕj

(
bij−

aij

T

)

=

N∑
i=1

N∑
j=1

ϕiϕjBij,

(D.89)

which is not the correct formula.

Problem 4

Collecting the pressure-dependent terms in the combining rule for a gives

a=
N∑

i=1

N∑
j=1

xixj(1−kij,0)
√

aiiajj−pkij,1

N∑
i=1

N∑
j=1

xixj
√

aiiajj

≡a0−pa1,

(D.90)

and then the Helmholtz energy equation becomes

Ar
m=−RT ln

(
1−

b

Vm

)
−

a0−pa1

Vm
. (D.91)

The pressure is then obtained by differentiation:

p=
RT

Vm
−

(
∂Ar

m

∂Vm

)
=

RT

Vm−b
−

a0

V2
m
+

a1Vmp(V)−pa1

V2
m

. (D.92)

This is a differential equation for the pressure. An analytic solution does not
seem to exist. In the course of a phase equilibrium calculation it would be
necessary to solve this equation for the molar volume. This can possibly be
done numerically with an iterative equation solver, but the computational effort
makes this model unattractive.

Problem 5

Figure D.1 shows the compression factor of hard-sphere mixtures with a
diameter ratio of 2 for three different mole fractions. The calculations were
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FIGURE D.1 Compression factor as a function of reduced density for hard-sphere mixtures with
a diameter ratio of σ22/σ11=2. : x1=0.25; : x1=0.5; : x1=0.75; and : pure-
fluids equation of state; the linear combining rule for σ12 leads to a lower reduced density.

made with the equation of state of Mansoori et al. for hard-sphere mixtures,
Eq. (8.34), and with the Carnahan–Starling equation, Eq. (7.28) for pure hard
spheres.

We compare the compression factors for a fixed number of molecules in a
fixed volume. The cubic combining rule always gives a too large result. The
linear combining rule yields a smaller σ̄ 3 and hence a smaller reduced density;
it predicts too low compression factors. Closer inspection of the results shows
that the linear combining rule gives slightly smaller deviations. But it is evident
that, for mixtures with such a large diameter ratio, none of the combining rules
gives satisfactory results.

CHAPTER 9 – GLOBAL PHASE DIAGRAMS

Problem 1

The left diagram is of class VI and the middle diagram of class VII. The transi-
tional pT diagram is one where the class VII “swallow tail” in the l= g critical
curves contracts to a tricritical point.

The middle and the right phase diagram differ by the appearing of a pressure
minimum in the low-temperature critical curve. The boundary state needed for
the transition between them is a critical pressure end minimum (CPEM).



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: 18-appd-305-326-9780444563477” — 2012/4/13 — 11:13 — page 325 — #21

APPENDIX | D Solutions of the Problems 325

Problem 2

The solution is shown in the figure below.

VI

II

dCPM

T
C

P

D
C

E
P

C
P

S
PIV IIIm III

VII Vm V

Problem 3

We have to evaluate G(2x)=0 for p,T→0. At absolute zero, Am and Gm
become identical. Furthermore, the repulsion term can be neglected, because it
is proportional to temperature. Therefore, we have only to consider the curvature
of −a/Vm.

At absolute zero, the molar volume will converge against the covolume,
Vm→b. The first critical condition therefore becomes

G(2x)→
d2

dx2
1

a

b
=0. (D.93)

We furthermore note that, for equal-sized molecules (ξ,η=0), b is a constant.
The critical condition therefore reduces to d2a/dx2

1=0.
If van der Waals one-fluid theory is used, we have

a=a11x2
1+2a12x1x2+a22x2

2

da

dx1
=2x1a11+2(x2−x1)a12−2x2a22

d2a

dx2
1

=2a11−4a12+2a22.

(D.94)

Because of the definitions of λ and the dij, we have for equal-sized molecules

λ=
T∗11−2T∗12+T∗22

T∗11+T∗22
=

a11−2a12+a22

a11+a22
=0. (D.95)

In other words: the zero-Kelvin endpoint curve coincides with the abscissa of
the global phase diagram.

Applying these considerations to the Redlich–Kwong equation leads to the
same intermediate result,

d2a

dx2
1

=2a11−4a12+2a22=0. (D.96)
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But for this equation of state, the relation between the characteristic temperature
and the attraction parameter is a∝T∗3/2. In order to obtain the λ(ζ ) relation of
the zero-Kelvin endpoint curve, we must express T∗22 and T∗12 in terms of ζ
and λ:

T∗22=T∗11
1+ζ

1−ζ

T∗12=
1

2
(1−λ)(T∗11+T∗22).

(D.97)

Insertion into the critical condition, T∗11
3/2
−2T∗12

3/2
+T∗22

3/2
=0, gives, after

some algebraic manipulations,

λ=1−(1−ζ )

{
1

2

[
1+

(
1+ζ

1−ζ

)3/2
]}2/3

. (D.98)

Problem 4

Using Jacobi transformations, we can write

G(2x)=A(2x)−
A2
(Vx)

A(2V)
. (D.99)

Integration of the van der Waals equation gives (cf. Section C.1)

Am=A

m −RT ln

(
Vm−b

V

m

)
−

a

Vm
. (D.100)

Differentiation then yields

A(2V)=
RT

(Vm−b)2
−

2a

V3
m

A(Vx)=−
RTb′

(Vm−b)2
+

a′

V2
m

A(2x)=
RTb′′

Vm−b
+

RTb′2

(Vm−b)2
−

a′′

Vm
.

(D.101)

Here, the primes indicate differentiations with respect to the mole fraction
x1. For a one-fluid mixing theory, Eq. (8.17), the attraction parameter of the
equation of state and its derivatives are

a= x2
1a11+2x1(1−x1)a12+(1−x1)

2a22

a′=2x1a11+2(1−2x1)a12−2(1−x1)a22

a′′=2a11−4a12+2a22;

(D.102)

analogous equations are obtained for b and its derivatives.
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[76] S.E. Quiñones Cisneros, Critical Behavior in Fluid Mixtures, Ph.D. thesis, University of
Minnesota, 1992.

[77] V.K. Filippov, G.G. Chernik, Heat capacity of heterogeneous systems and thermal analysis,
Thermochim. Acta. 101 (1986) 65–75.

[78] U.K. Deiters, Correlation and prediction of high-pressure phase equilibria and related ther-
modynamic properties of simple fluid mixtures, in: G. Brunner (Ed.), Supercritical Fluids as
Solvents and Reaction Media, Elsevier, Amsterdam, 2004 (Chapter 1.8), pp. 185–209.

[79] J.M. Prausnitz, R.N. Lichtenthaler, E. Gomes de Azevedo, Molecular Thermodynamics of
Fluid-Phase Equilibria, third ed., Prentice Hall PTR, Upper Saddle River, NJ, 1999.

[80] U.K. Deiters, A new semiempirical equation of state for fluids. I. Derivation, Chem. Eng.
Sci. 36 (1981) 1139–1146.

[81] U.K. Deiters, A new semiempirical equation of state for fluids. II. Application to pure
substances, Chem. Eng. Sci. 36 (1981) 1146–1151.

[82] U.K. Deiters, Density-dependent mixing rules for the calculation of fluid phase equilibria at
high pressures, Fluid Phase Equilib. 33 (1987) 267–293.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: References-9780444563477” — 2012/1/31 — 10:28 — page 331 — #5

References 331

[83] S.-D. Yeo, E. Kiran, Formation of polymer particles with supercritical fluids: a review, J.
Supercrit. Fluids 34 (2005) 287–308.

[84] M. Türk, D. Bolten, Formation of submicron poorly water-soluble drugs by rapid expansion
of supercritical solution (RESS): results for naproxen, J. Supercrit. Fluids 55 (2010) 778–
785.

[85] A. van Pelt, PHASEGRAPH—Klassifikatie van vaste stof–vloeistof-evenwichten, internal
report, Laboratory of Applied Thermodynamic & Phase Equilibria, Delft University of
Technology, 1988.

[86] J.D. van der Waals, J.C. Platteeuw, Clathrate solutions, Adv. Chem. Phys. 2 (1959) 1–57.
[87] R. Span, W. Wagner, A new equation of state for carbon dioxide covering the fluid region

from the triple-point temperature to 1100 K at pressures up to 800 MPa, J. Phys. Chem. Ref.
Data 25 (1996) 1509–1596.

[88] M. Thiesen, Untersuchungen über die Zustandsgleichung, Ann. Physik 24 (1885) 467–
492.

[89] J.D. van der Waals, Over de continuiteit van den gas- en vloeistoftoestand, Ph.D. thesis,
Universiteit Leiden, The Netherlands, 1873.

[90] J.D. van der Waals, On the Continuity of the Gaseous and Liquid States (with an intro-
duction by J. S. Rowlinson), vol. XIV of Studies in Statistical Mechanics, North-Holland,
Amsterdam, 1988.

[91] M.A. Trebble, P.R. Bishnoi, Accuracy and consistency comparisons of ten cubic equations
of state for polar and non-polar compounds, Fluid Phase Equilib. 29 (1986) 465–474.

[92] O.L. Boshkova, U.K. Deiters, Soft repulsion and the behavior of equations of state at high
pressures, Int. J. Thermophys. 31 (2010) 227–252.

[93] O. Redlich, J.N.S. Kwong, On the thermodynamics of solutions. V. An equation of state—
fugacities of gaseous solutions, Chem. Rev. 44 (1949) 233–244.

[94] U.K. Deiters, The calculation of densities from cubic equations of state, AIChE J. 48 (2002)
882–886.

[95] G. Soave, Equilibrium constants from a modified Redlich–Kwong equation of state, Chem.
Eng. Sci. 27 (1972) 1197–1203.

[96] K.S. Pitzer, The volumetric and thermodynamic properties of fluids. I. Theoretical basis and
virial coefficients, J. Am. Chem. Soc. 77 (1955) 3427–3433.

[97] K.S. Pitzer, D.Z. Lippmann, R.F. Curl Jr., C.M. Huggins, D.E. Petersen, The volumetric and
thermodynamic properties of fluids. II. Compressibility factor, vapor pressure and entropy of
vaporization, J. Am. Chem. Soc. 77 (1955) 3434–3440.

[98] B.E. Poling, J.M. Prausnitz, J.O. O’Connell, The Properties of Gases and Liquids, McGraw-
Hill, New York, 2001.

[99] D.Y. Peng, D.B. Robinson, A new two-constant equation of state, Ind. Eng. Chem. Fundam.
15 (1976) 59–64.

[100] J. Martin, Cubic equations of state — which?, Ind. Eng. Chem. Fundam. 18 (1979) 81–97.
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[169] C.F. Leibovici, A consistent procedure for the estimation of properties associated to lumped

systems, Fluid Phase Equilib. 87 (1993) 189–197.



To protect the rights of the author(s) and publisher we inform you that this PDF is an uncorrected proof for internal business
use only by the author(s), editor(s), reviewer(s), Elsevier and typesetter diacriTech. It is not allowed to publish this proof
online or in print. This proof copy is the copyright property of the publisher and is confidential until formal publication.

“Kraska: References-9780444563477” — 2012/1/31 — 10:28 — page 335 — #9

References 335

[170] J. J. van Laar, On the shape of the plaitpoint curves for mixtures of normal substances (2nd
communication), Proc. K. Ned. Akad. Wet. 8 (1905) 33–48.

[171] P.H. van Konynenburg, R.L. Scott, Critical lines and phase equilibria in binary van der Waals
mixtures, Phil. Trans. R. Soc. Lond. A 298 (1980) 495–540.

[172] L.V. Yelash, T. Kraska, Covolume effects on the closed loops of liquid–liquid immiscibility
in binary fluid mixtures, Z. Phys. Chem. 211 (1999) 159–179.

[173] L.Z. Boshkov, Bifurcations—a possibility to generalize the thermodynamic description of
phase diagrams of two-component fluids, Ber. Bunsenges. Phys. Chem. 96 (1992) 940–943.

[174] A. van Pelt, Critical Phenomena in Binary Fluid Mixtures: Classification of Phase Equilibria
with the Simplified-Perturbed-Hard-Chain Theory, Ph.D. thesis, Technical University Delft,
1992.

[175] U.K. Deiters, I.L. Pegg, Systematic investigation of the phase behaviour in binary fluid mix-
tures. I. Calculations based on the Redlich–Kwong equation of state, J. Chem. Phys. 90
(1989) 6632–6641.

[176] L.Z. Boshkov, V.A. Mazur, Phase equilibria and critical lines of binary mixtures of Lennard-
Jones molecules (in Russian), Zh. Fiz. Khim. 60 (1986) 29–33.

[177] D. Furman, R.B. Griffiths, Global phase diagram for a van der Waals model of a binary
mixture, Phys. Rev. A 17 (1978) 1139–1148.

[178] A. van Pelt, U.K. Deiters, C.J. Peters, J. de Swaan Arons, Global phase behaviour based on
the simplified-perturbed-hard-chain equation of state, J. Chem. Phys. 102 (1995) 3361–3375.

[179] J. Kolafa, Azeotropic phenomena in the global phase diagram of the Redlich–Kwong
equation of state, Phys. Chem. Chem. Phys. 1 (1999) 5665–5670.

[180] T. Kraska, U.K. Deiters, Systematic investigation of the phase behavior in binary fluid mix-
tures. II. Calculations based on the Carnahan–Starling–Redlich–Kwong equation of state,
J. Chem. Phys. 96 (1992) 539–547.

[181] T. Kraska, Systematische Untersuchung des globalen Phasenverhaltens binärer fluider
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1-fluid theory, see rule, mixing

A
activity, 97
algorithm

diagonalisation
Jacobi, 290

differential equation
Runge–Kutta, 287

differentiation, 280
Ridder, 278
Romberg, 277–278

equation, 269–276
Cardano, 272–273
cubic polynomial, 274
direct substitution, 269
Halley, 273
Newton, 270–273
quartic polynomial, 275
quintic polynomial, 276
regula falsi, 270, 275
Steffensen, 269
substitution method, 270

Heidemann–Khalil, 134, 289
integration, 286

Chebyshev, 282
Gauss, 282
Newton, 281–282
Romberg, 282–285
Simpson, 281–282

interpolation
Lagrange, 278

parameter fitting, 294
Gauss–Newton, 291–293
gradient method, 293
Marquardt–Levenberg, 293–294
Powell, 294
simplex method, 294

association, 197, 198
azeotropy, 26–31, 126

border, 26, 240
critical, 26, 118
negative, 26, 28–29
positive, 26–28

B
barotropy, 20, 78
Berthelot-Lorentz rules, see rule,

combining
binode, see connode
bulk modulus, 159

C
calcination, 173
chemical potential, 93
clathrate, 170
coefficient

fugacity, 97
stoichiometric, 173
virial, 179, 185, 187–189

conformers, 229
connode, 15
constant

gas, 178
Henry’s, 121

convergence order, 268, 269, 271, 285
cosolvency effect, 63
covolume, 180, 187
cricondentherm, see maxcondentherm
criterion

Lifshitz, 286
Maxwell, 148, 183

critical exponents, 203–204
crossover approach, 205
curve

Amagat, 206
azeotropic, 126
binodal, 108
Boyle, 206
bubble point, 11
characteristic, 206
Charles, 207
cloud point, 69
connodal, 108
dew point, 11
inversion

Joule, 206
Joule–Thomson, 207

melting pressure, 160
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curve (continued)
shadow, 70
spinodal, 108, 116
sublimation pressure, 157
vapour pressure, 109

cusp
azeotropic, 26, 31
critical, 137
double critical, 246

D
DCEP, see endpoint, double critical
deflation, 274, 276
degrees of freedom, 7
determinant

Jacobian, 96
expansion theorem, 94, 300
reduction theorem, 94

diagram
Gibbs triangle, 58
McCabe–Thiele, 12, 117
Meijer, 256
prism, 63

differential scanning calorimetry, 79, 153
differentiation, numerical, see algorithm,

differentiation
diffusion, 103
discriminant, 272, 275
dispersion forces, 217
distribution

exponential, 227
gamma, 227

DSC, see differential scanning calorimetry

E
enantiomers, 229
endpoint

azeotropic, 26, 35
critical, 31, 37, 135–139, 167
critical azeotropic, 240
double critical, 235–236
lower critical, 45
upper critical, 33
zero-Kelvin, 240–241

energy
Gibbs, 84
Helmholtz, 84
internal, 84

enthalpy, 84
of phase transition, 105
of vapourisation, 105

entropy, 84
of vapourisation, 107
partial molar, 112

equation
Antoine, 107
Clapeyron, 104, 140
Clausius–Clapeyron, 105, 110, 126
Gibbs–Duhem, 93, 112
Gibbs–Konowalow, 113, 122, 123, 126
secular, 288
solving, see algorithm, equation

equation of state
caloric, 177
Carnahan–Starling, 187
Carnahan–Starling–van der Waals, 303
corresponding states, 202
cubic, 183, 272
Dieterici, 257
generalised cubic, 183
hard convex bodies, 196
hard spheres, 186–188
hard-convex bodies mixture, 222
hard-spheres mixture, 221
ideal gas, 179
Murnaghan, 159
Peng–Robinson, 182, 190, 302
Redlich–Kwong, 181, 190, 191, 302
Redlich–Kwong–Soave, 182, 190, 302
reference, 200
SAFT, 196
Setzmann–Wagner, 201
SPHCT, 191, 303
square well, 190
thermal, 177
van der Waals, 110, 179, 181, 187, 190,

301
virial, 179

equation solving
regula falsi, 161

error
round-off, 267–268, 275
termination, 268–269

excess quantities, 90–92
expansion

Taylor, 276

F
factor

acentric, 182
K, 12

fugacity, 97
function

iteration step, 269
object, 269
Porter, 92, 129
radial distribution, 184–186, 211
Redlich–Kister, 92
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G
GAS, 262
Gibbs triangle, see diagram, Gibbs triangle
Gibbs–Konowalow, see equation

H
heteroazeotropy, 35, 43

I
integral

improper, 285
integration, numerical, see algorithm,

integration
inversion, see curve, inversion
isochore

slope, 297, 299
isochoric thermodynamics, 142–153

L
law

Dalton, 11, 121
Fick, 103
ideal-gas, 178
Kirchhoff, 87, 174
Murphy, 75, 218
of thermodynamics, 83–84
Raoult, 11, 26, 97, 120, 122

line
quality, 17
tie, see connode

M
matrix

diagonalisation, 289
eigenvalue, 288–289
eigenvector, 288
inverse, 287
Jacobian, 271, 292
positive definite, 288
unitary, 288

maxcondenbar, 16, 23, 299
maxcondentherm, 16, 20, 23, 298, 299
maximum

critical pressure end, 241
degenerated critical pressure, 241

mean density approximation , see rule,
mixing

method
analytic, 77–78
synthetic, 74–77

miscibility island, 66
miscibility window, 65
model

van der Waals–Platteeuw, 171

O
orthobaric density, 105

P
packing fraction, 187
pair potential

conformal, 212
hard convex bodies, 195
hard spheres, 186
Lennard-Jones, 195
square well, 188, 189

parameter
Lennard-Jones, 302

parameter fitting, see algorithm, parameter
fitting

partial molar quantities, 92
phase rule, 7, 231, 239
point

2, 66
Bancroft, 30
critical, 7, 116
critical azeotropic, 127
critical pressure step, 241
elliptic pressure maximum, 23
hyperbolic minimum pressure critical,

39
hypercritical, 49
jamming, 31, 41, 55, 256
mathematical double, 246
quadruple, 166–169
tetracritical, 250
tricritical, 236–240
van Laar, 243

polydispersity, 69
polymers, 66–70
polymorphism, 160
polynomial

Chebyshev, 282
cubic, 180, 274
Legendre, 282
quartic, 275, 276
quintic, 276

precipitation threshold, 69
precision

double, 268
single, 267

pseudocomponents, 228–229
purity, 73

Q
quadratic form, 288
quality, 17
quasibinary mixture, 63
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R
random mixing approximation, see rule,

mixing
rectilinear diameter, 106
region

shield, 244, 258
sword, 248, 258

relation
Maxwell, 298

residual quantity, 88
RESS, 165
retrograde behaviour, 16

double, 18
root finder, see algorithm, equation
rule

combining, 216
Berthelot–Lorentz, 216, 234

lever, 13–14
mixing

GE-based, 222–224
n-fluid, 219–220
1-fluid, 213–216
Huang–Sandler, 224
Huron–Vidal, 223
mean density approximation, 220
random mixing approximation,

212–213
van der Waals 1-fluid, 214

Trouton, 107

S
stability

diffusion, 118
mechanical, 118

T
TCP, see point, tricritical
theory

Barker–Henderson, 195
perturbation, 192, 195
scaled particle, 194

transformation
Legendre, 85, 295, 296

transitiometer, 81, 153

V
van der Waals loop, 180, 237
variables

extensive, 83
intensive, 83
natural, 84

vector
fluctuation, 135

volume
free, 191
orthobaric, 107
partial molar, 112

volume fraction, 67
volume translation, 183


